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Abstract: The classical Hurwitz numbers count the fixed-length transitive transposition factorizations of a
permutation, with a remarkable product formula for the case of minimum length (genus 0). We study the
analogue of these numbers for reflection groups with the following generalization of transitivity: say that a
reflection factorization of an element in a reflection group W is full if the factors generate the whole group
W . We compute the generating function for full factorizations of arbitrary length for an arbitrary element in a
group in the combinatorial family G(m, p, n) of complex reflection groups in terms of the generating functions
of the symmetric group Sn and the cyclic group of order m/p. As a corollary, we obtain leading-term formulas
which count minimum-length full reflection factorizations of an arbitrary element in G(m, p, n) in terms of the
Hurwitz numbers of genus 0 and 1 and number-theoretic functions. We also study the structural properties of
such generating functions for any complex reflection group; in particular, we show via representation-theoretic
methods that they can be expressed as finite sums of exponentials of the variable.

Keywords: Complex reflection groups; Full factorizations; Hurwitz numbers; Reflection factorizations; Tran-
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1. Introduction

A factorization t1 · · · tN = σ of a given element σ in the symmetric group Sn as a product of transpositions
ti is said to be transitive if the group 〈ti〉Ni=1 generated by the factors acts transitively on the set {1, . . . , n}.
Such factorizations arose initially in the work of Hurwitz, in connection with his study of Riemann surfaces.
Hurwitz gave a sketch of an inductive argument, reproduced in detail in [37], for the following remarkable
product formula.

Theorem 1.1 (Hurwitz formula [20]). The minimum number of factors in a transitive transposition factoriza-
tion of a permutation in Sn of cycle type λ := (λ1, . . . , λk) is n+ k − 2. The number of such minimum-length
factorizations is

H0(λ) = (n+ k − 2)! · nk−3 ·
k∏
i=1

λλi
i

(λi − 1)!
.

The formula in Theorem 1.1, rediscovered by Goulden and Jackson in [16], is for what are now called the
(single) Hurwitz numbers of genus 0. These numbers also count certain connected planar graphs embedded in
the sphere (the planar maps; see, e.g., [22]). In general, the genus-g Hurwitz numbers Hg(λ) count transitive
factorizations t1 · · · tN of a fixed element σ in Sn of cycle type λ into N = n+ k+ 2g− 2 transpositions, as well
as certain embedded maps in orientable surfaces of genus g.

In the 1980s, the work of Stanley [35] and Jackson [21] rekindled interest in the enumeration of factorizations
in Sn, unrelated to the original topological context. Independently, the next few decades saw the emergence
of Coxeter combinatorics; one of its main breakthroughs was the realization that theorems about Sn are often
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shadows of more general results that hold for all reflection groups W . In the context of factorizations, this
means replacing transpositions in Sn with reflections in W .

The intersection of these two areas has witnessed a lot of research activity recently [4,6,23,27], especially for
factorizations of Coxeter elements in W , generalizing the long cycle case λ = (n). In general, however, analogues
of Theorem 1.1 have been hard to find, not least because it is unclear how to define transitivity in reflection
groups (see Section 2.3): in Sn, transitivity corresponds to the connectedness of the associated embedded map
or Riemann surface, but these have no analogues for a general reflection group W .

An equivalent way to interpret the notion of transitivity is to require that the factorization cannot be realized
in any proper Young subgroup (i.e., a proper subgroup generated by transpositions) of Sn. This interpretation
makes sense for arbitrary reflection groups W , where we will thus say that t1 · · · tN = g is a full reflection
factorization of an element g ∈W if the factors ti are reflections and they generate the full group W .

This paper is the first of a series of three [9,10] in which we study the problem of enumerating full reflection
factorizations in real and complex reflection groups – giving formulas for what one might call the W -Hurwitz
numbers. In the present paper, we focus on the infinite family G(m, p, n) of “combinatorial” complex reflection
groups, whose elements may be viewed as colored permutations. Our main result provides a general formula for
the (exponential) generating function for full reflection factorizations in G(m, p, n) counted by length, expressed
in terms of the corresponding series for the symmetric group Sn and the cyclic group of order m/p. (For
relevant notation and terminology, see Section 2.)

Theorem 4.1. For an element g ∈ G(m, p, n) with k cycles, of colors a1, . . . , ak, let d = gcd(a1, . . . , ak, p). We
have

F full
m,p,n(g; z) =

1

mn−1
· F full

m,p,1

(
ζcol(g)
m ;n · z

)
·
∑
r : r|d

(
µ(r) · rn+k−2 · F full

Sn

(
πm/1(g); (m/r) · z

))
,

where µ is the number-theoretic Möbius function.

(The series for the cyclic group is given in Example 3.1. The series for the symmetric group for the identity
element is given by the Dubrovin–Yang–Zagier [11] recurrence – see Remark 3.4 – and for other elements is
computable using characters – see Remark 3.2.)

From the generating function in Theorem 4.1 we can extract the leading coefficient, which is the number
of minimum-length full factorizations of an arbitrary element g in G(m, p, n). The answer in full generality
(Theorem 5.2) involves the usual Hurwitz numbers of genus 0 and genus 1 and the Jordan totient function
J2(m), which counts elements of order m in the group (Z/mZ)2. For the group G(m,m, n) the leading terms
are given by the following formulas.

Corollary (of Theorem 5.2). For g ∈ G(m,m, n) with k cycles, of lengths λ1, . . . , λk and colors a1, . . . , ak, let
d = gcd(a1, . . . , ak,m). We have that the number F full

m,m,n(g) of minimum-length full reflection factorizations of
g is

F full
m,m,n(g) =


mk−1 ·H0(λ1, . . . , λk), if d = 1,

mk+1

d2
J2(d) ·H1(λ1, . . . , λk), if d 6= 1.

In the sequel [9] to this paper, we will study the parabolic quasi-Coxeter elements in a well generated complex
reflection group W . This wide class of elements contains the parabolic Coxeter elements, and hence all elements
in the symmetric group; we will establish a number of equivalent characterizations of these elements, including
in terms of the good behavior of their full factorizations. In the climax [10], we will establish a uniform formula
for the number of minimum-length full reflection factorizations of any parabolic quasi-Coxeter element in an
arbitrary well-generated complex reflection group that very closely models the Hurwitz formula of Theorem 1.1.

We end this introduction with a brief outline of the present paper. In Section 2, we introduce the main
actors: we give background on complex reflection groups, with an emphasis on the combinatorial family, intro-
duce full reflection factorizations, and compare this latter notion with the existing generalizations of transitive
factorizations in the literature. In Section 3, we discuss a general technique using character theory to count
factorizations and study the structural properties of their generating functions. In Section 4, we use combina-
torial methods to prove the main theorem (Theorem 4.1). Finally, as a corollary, in Section 5 we extract the
lowest-order coefficients F full

m,p,n(g) of the generating functions F full
m,p,n(g; z).

2. Reflection groups and reflection factorizations

Let V be a finite-dimensional complex vector space with a fixed Hermitian inner product. A (unitary) reflection
t on V is a unitary map whose fixed space V t := {v ∈ V : t(v) = v} is a hyperplane (in other words, codim(V t) =
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1). A finite subgroup W of the unitary group U(V ) is called a complex reflection group if it is generated by its
subset R of reflections; we write AW for its reflection arrangement, i.e., the arrangement of fixed hyperplanes
of its reflections t ∈ R. We say that W is irreducible if there is no nontrivial subspace of V stabilized by its
action.

It is easy to see that if W1 acts on V1, with reflections R1, and W2 acts on V2, with reflections R2, then
W = W1 ×W2 acts on V = V1 ⊕ V2, with reflections R = (R1 × {id2}) ∪ ({id1} ×R2). In this case, W fails to
be irreducible (as it stabilizes the subspace V1 of V ). Shephard and Todd [31] classified the complex reflection
groups: every complex reflection group is a product of irreducibles, and every irreducible either belongs to an
infinite three-parameter family G(m, p, n) where m, p, and n are positive integers such that p divides m, or is
one of 34 exceptional cases, numbered G4 to G37.

2.1 The combinatorial family G(m, p, n)

The infinite family may be described as

G(m, p, n) :=

{
n× n monomial matrices whose nonzero entries are
mth roots of unity with product a m

p th root of unity

}
. (2.1)

Writing ζm := exp(2πi/m) for the primitive mth root of unity, the reflections in G(m, p, n) fall into two
families: the transposition-like reflections, of the form

1. . .
1

ζ−km
1. . .

1
ζkm

1. . .
1


(2.2)

for 1 ≤ i < j ≤ n and k = 0, 1, . . . ,m − 1, which have order 2 and fix the hyperplanes xj = ζkmxi; and, when
p < m, the diagonal reflections, of the form

1. . .
1

ζpkm
1. . .

1

 (2.3)

for i = 1, . . . , n and k = 1, 2, . . . , mp − 1, which have various orders and fix the hyperplanes xi = 0.

It is natural to represent such groups combinatorially. We may encode each element w of G(m, 1, n) by a
pair [u; a] with u ∈ Sn and a = (a1, . . . , an) ∈ (Z/mZ)n, as follows: for k = 1, . . . , n, the nonzero entry in
column k of w is in row u(k), and the value of the entry is ζakm . With this encoding, it’s easy to check that

[u; a] · [v; b] = [uv; v(a) + b], where v(a) :=
(
av(1), . . . , av(n)

)
. (2.4)

This shows that the group G(m, 1, n) is isomorphic to the wreath product Z/mZ oSn of a cyclic group with the
symmetric group Sn. If w = [u; a], we say that u is the underlying permutation of w.

Two natural homomorphisms

For an element w = [u; a] of G(m, 1, n), by a cycle of w we mean a cycle of the underlying permutation u. For
S ⊆ {1, . . . , n}, we say that

∑
k∈S ak is the color of S; this notion will come up particularly when the elements

of S form a cycle in w. When S = {1, . . . , n}, we call a1 + . . .+an the color of the element [u; a], and we denote
it col([u; a]). In this terminology, G(m, p, n) is the subgroup of G(m, 1, n) containing exactly those elements
whose color is a multiple of p.

One may think of the color as a surjective group homomorphism col : G(m, p, n)→ pZ/mZ ∼= G(m, p, 1). In
fact, this is one way to see that G(m, p′, n) is a normal subgroup of G(m, p, n) whenever p | p′ (since p′Z/mZ is
a normal subgroup of pZ/mZ). For any r | m, there is also another important surjective group homomorphism
G(m, 1, n)→ G(r, 1, n) that we define now.

Definition 2.1. For any r | m, let πm/r : G(m, 1, n) → G(r, 1, n) be the group homomorphism defined at

the level of matrices as replacing each copy of ζm with ζ
m/r
m ; equivalently, viewing G(r, 1, n) as a subgroup of

G(m, 1, n), it is the map

πm/r([u; a]) =
[
u;
m

r
· a
]
.
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When restricted to the subgroup G(m, p, n), the map πm/p is a surjective homomorphism onto G(p, p, n).
In particular, for any [u; a] ∈ G(m, p, n), applying πm/1 recovers the underlying permutation u ∈ Sn of w.

Conjugacy classes in G(m, 1, n) are commonly indexed by tuples (λ0, . . . , λm−1) of integer partitions of total
size n. In this indexing, λj is the partition composed of the lengths of the cycles of color j. In other words,
two elements in G(m, 1, n) are conjugate if and only if they have the same number of cycles of length k and
color c for all k = 1, . . . , n, c ∈ Z/mZ. (The description of the conjugacy classes in G(m, p, n) is slightly more
complicated [28], and we will not need it here.)

Graph interpretation and connected subgroups

It is natural to represent collections of reflections in G(m, p, n) as graphs on the vertex set {1, . . . , n}: a
transposition-like reflection whose underlying permutation is (ij) can be represented by an edge joining i to j,
while a diagonal reflection whose nonzero color occurs at position i can be represented by a loop at vertex i.

We say that a collection of reflections in G(m, p, n) is connected if the associated graph is connected. It is
a basic fact of graph theory that any connected graph contains a spanning tree; consequently, any connected
set of reflections in G(m, p, n) contains a connected subset of n− 1 transposition-like reflections. Such a subset
always generates a subgroup of G(m, p, n) isomorphic to the symmetric group Sn [32, Lem. 2.7].

More generally, if H is a subgroup of G(m, p, n) generated by a connected collection of reflections, then H

is isomorphic to G(m′, p′, n) for some integers m′, p′ such that m′ | m, p′ | m′, and m′

p′ |
m
p . The isomorphism

can be concretely realized as conjugation by an appropriate diagonal element of G(m, 1, n).∗

2.2 Reflection factorizations and reflection length

Starting with an arbitrary group G and some generating set S ⊂ G, the Cayley graph of G with respect to
S determines a natural length function on the elements of the group. Indeed, we may define the length of an
element g ∈ G as the size of the shortest path in the Cayley graph from the identity element to g.

In the case of a complex reflection group W , we pick the set R of reflections as the distinguished generating
set. Then the reflection length `red

W (g) of an element g ∈ W is the smallest number k such that there exist
reflections t1, . . . , tk that form a factorization g = t1 · · · tk. (Here the superscript “red” stands for “reduced”.)

For an arbitrary number k, if t1, . . . , tk are reflections such that t1 · · · tk = g, we say that the tuple (t1, . . . , tk)
forms a reflection factorization of g of length k.

Say that a reflection factorization t1 · · · tk = g of an element g ∈ W is full (relative to W ) if the factors
generate the full group, i.e., if W = 〈t1, . . . , tk〉. Observe that, by definition, every reflection factorization of
any element g is full relative to the subgroup generated by the factors. The full reflection length `full

W (g) of g is
the minimum length of a full reflection factorization:

`full
W (g) := min

{
k : ∃ t1, . . . , tk ∈ R such that t1 · · · tk = g and 〈t1, . . . , tk〉 = W

}
.

As we wish to enumerate factorizations of arbitrary length N , it is convenient to encode the answers via
generating functions. We denote by FW (g; z) the exponential generating function for the number of reflection
factorizations of g of arbitrary length:

FW (g; z) :=
∑
N≥0

#
{

(t1, . . . , tN ) ∈ RN : t1 · · · tN = g
}
· z

N

N !
. (2.5)

By definition, the lowest-order term of FW (g; z) occurs in degree `red
W (g).

Similarly, we denote by F full
W (g; t) the exponential generating function for the number of full reflection

factorizations of g of arbitrary length:

F full
W (g; z) :=

∑
N≥0

#
{

(t1, . . . , tN ) ∈ RN : t1 · · · tN = g and 〈t1, . . . , tN 〉 = W
}
· z

N

N !
. (2.6)

We further write F full
W (g) for the number of minimum-length full factorizations (i.e., with N = `full

W (g)), so that

the lowest-order term of FW (g; t) is equal to F full
W (g) · z`fullW (g)/`full

W (g)!.

∗See, for example, the proof of [24, Prop. 3.30], which concerns factorizations in a certain “standard form” but does not use this
form in any essential way. The key observation is that, after choosing a spanning tree, one may choose a diagonal element that
simultaneously conjugates the corresponding reflections to transpositions, generating the symmetric group Sn (per Proposition 2.1,
below).
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2.3 Transitive factorizations

In the symmetric group Sn, it is of particular interest to study transitive factorizations, that is, those for
which the factors generate a subgroup that acts transitively on the set {1, . . . , n} (see, e.g., [2, 16, 20] and the
survey [18]). We are interested in the case when all factors are transpositions (these are the reflections in Sn).
The next result gives equivalent characterizations of the transitive transposition factorizations; it is well known
and we only provide a proof for completeness.

Proposition 2.1 (folklore). In the symmetric group Sn, a transposition factorization is transitive if and only
if it is connected, if and only if it is full.

Proof. Let t1 · · · tN = g be a factorization in the symmetric group Sn for which all tk are transpositions.
We write W := 〈ti〉 for the group generated by the factors and G for the graph formed by the edges (ik, jk)
corresponding to each transposition tk = (ikjk).

We will first assume that the factorization is connected, meaning that G is connected as a graph. For
any two indices i and j, G must then contain some path (i, i1, i2, . . . , is, j). By iterating the conjugation
(bc) · (ab) · (bc) = (ac), we have

(isj) · (is−1is) · · · (i1i2) · (ii1) · (i1i2) · · · (is−1is) · (isj) = (ij).

This means that the group W generated by the factors of the connected factorization contains all transpositions
(ij) and hence equals the full symmetric group Sn. In other words, a connected factorization must be full and
hence trivially must be transitive also.

If on the other hand the factorization is not connected, it determines a partition Π of the set {1, . . . , n}
corresponding to the connected components of the graph G. By the argument of the previous paragraph, the
group W contains at least the group SΠ (i.e., the permutations that respect the partition Π). However, all
the factors tk are also included in SΠ, so W = SΠ 6= Sn. Moreover, it is trivial to see that SΠ does not act
transitively on {1, . . . , n} (since it must respect the parts of Π). That is, a non-connected factorization is never
full and never transitive. This completes the proof.

There have been several attempts to generalize the notion of transitivity to reflection groups other than
Sn. In [1], the authors consider the hyperoctahedral group G(2, 1, n) (the Coxeter group of type Bn) in its
natural permutation action on E2 := {±e1, . . . ,±en}, where ei is a standard basis vector. They enumerate
transitive reflection factorizations of arbitrary elements under two notions of transitivity: a strong version (that
they call admissibility), in which the factors act transitively on E2, and a weaker version (that they call near-
admissibility), in which the factors merely act transitively on the coordinate axes (equivalently, on the pairs
{{±ei} : i = 1, . . . , n}).

Both notions of transitivity considered by [1] have been recently studied in the infinite family G(m, p, n) of
complex reflection groups. It is easy to see that a reflection factorization in G(m, p, n) is transitive in the weaker
sense (i.e., that the group generated by the factors acts transitively on the coordinate axes in Cn) if and only
if the factorization is connected. In [27], the authors consider connected reflection factorizations of arbitrary
elements in G(m, p, n), and give an analogue of the polynomiality property (see [19, §1.1] and references therein)
of the usual Hurwitz numbers (famous due to its connection with the ELSV formula [12]). And in [23], the
authors enumerate factorizations of a Coxeter element in G(m, 1, n) or G(m,m, n) into arbitrary factors that
are transitive in the stronger sense of the action on Em := {ζkmej : k = 0, . . . ,m− 1, j = 1, . . . , n}.

The main drawback of results based on these definitions of transitivity is that it is unclear how to generalize
them to reflection groups outside the infinite family (see, e.g., [23, Ques. 8.2]). Indeed, the groups G(m, p, n)
are precisely the imprimitive irreducible complex reflection groups, i.e., the groups W for which there is a
decomposition V = V1 ⊕ · · · ⊕ Vn of the vector space on which W acts that is respected by the action of W ; for
other (primitive) groups, there is no natural set analogous to {1, . . . , n} for Sn. Thus, one thesis of the present
work and its sequels is that fullness is the “correct” generalization of transitivity from Sn to reflection groups
because it allows one to pose questions uniformly.† And, moreover, the main result of [10] will establish that
such questions may have uniform answers. Before we move on to the main result of the present paper, we offer
one final point in support of this thesis: it is not only in Sn but also in G(m,m, n) that there is a coincidence
between factorizations that are full and those that are transitive (in an appropriate sense).

Proposition 2.2. A set of reflections in W = G(m,m, n) acts transitively on the set Em = {ζkmej : k =
0, . . . ,m− 1, j = 1, . . . , n} (where ej is a standard basis vector of Cn and ζm is the primitive mth root of unity)
if and only if it generates the full group W .

†For factorizations whose factors are not necessarily reflections, the notion of fullness would require that there is no proper
reflection subgroup containing all the factors.
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Proof. Any set of reflections of W = G(m,m, n) generates a reflection subgroup W ′ of W . If the set is not
connected, then W ′ does not act transitively on the coordinate axes of Cn, let alone on the set Em. Therefore we
restrict our attention to connected sets of reflections. It follows from the observations in the last paragraph of
Section 2.1 that every connected subgroup of G(m,m, n) is conjugate by an element of G(m, 1, n) to a subgroup
of the form G(p, p, n) for some p | m. Conjugation by elements of G(m, 1, n) preserves both the properties
of transitivity and fullness, so it is enough to observe that G(p, p, n) acts transitively on Em if and only if
p = m.

Of course, this equivalence does not extend to G(m, p, n) for p < m, since each such group contains the
proper reflection subgroup G(m,m, n).

3. A general approach to counting via the Frobenius
lemma

In the previous section we defined, in Equations (2.5) and (2.6), exponential generating functions FW (g; z) and
F full
W (g; z) that enumerate factorizations whose factors are taken from the set of reflections R of the complex

reflection group W . Because R is closed under conjugation, a traditional approach via representation theory,
due originally to Frobenius [13], allows us to express both series as a finite sum of exponentials in z. We start
with the case of arbitrary (i.e., not necessarily full) reflection factorizations. Following [4, (4.3)], we have the
formula

FW (g; z) =
1

#W
·
∑
χ∈Ŵ

χ(1) · χ(g−1) · exp

(
χ(R)

χ(1)
· z
)
, (3.1)

where Ŵ denotes the set of irreducible complex characters of W and χ(R) :=
∑
t∈R χ(t). For any reflection

group W , the normalized character values χ(R)/χ(1) are integers (see [3, Def. 3.14 and Prop. 3.15]) and thus
FW (g; z) can be written as a Laurent polynomial in the variable X := ez.

3.1 Full factorizations after an inclusion-exclusion argument

Any factorization (t1, . . . , tN ) is full for the subgroup W ′ := 〈t1, . . . , tN 〉 generated by its elements. Therefore,
we may view the series FW (g; z) in (2.5) as the sum, over all reflection subgroups W ′ of W that contain g, of
the generating functions F full

W ′ (g; z) of full factorizations of g with respect to W ′. By applying the principle of
inclusion-exclusion, we conclude that

F full
W (g; z) =

∑
g∈W ′≤W

µ(W,W ′) · FW ′(g; z), (3.2)

where the Möbius function is computed in the poset of all reflection subgroups W ′ of W , ordered by reverse
inclusion. This is analogous to the usual construction [36, §5.2] of taking the logarithm of an exponential gen-
erating function to count “connected components”, which was also what led Goulden and Jackson to rediscover
the Hurwitz formula of Theorem 1.1, see [16, §4]. Indeed, in the case of the symmetric group Sn, the poset
of reflection subgroups W ′ ≤ W is isomorphic to the set partition lattice of {1, . . . , n}, and Möbius inversion
corresponds precisely to taking the logarithm of generating functions.

The irreducible characters for complex reflection groups W can be constructed via the computer software
SageMath and CHEVIE [15, 30], which realize reflection groups via their permutation action on roots. This
allows for explicit calculation of the functions FW (g; z) and F full

W (g; z) for the exceptional groups G4 to G36.
For the interested reader, the series for the case g = id for all exceptional groups are attached to the arXiv
version [8] of this paper as an auxiliary file. (For the reflection group G37 = E8, the lattice of reflection
subgroups and its Möbius function are very complicated, so computation of F full

E8
(g; z) for arbitrary g requires

significant computational resources.)

Example 3.1. For example, consider the case of an arbitrary element g in the cyclic group W = G(m, 1, 1)
with m > 1, in which all non-identity elements are reflections. It is easy to show that the number ak of ways to
write an element g of a finite group G as a product of k non-identity elements is

ak =


(#G− 1)k − (−1)k

#G
, g 6= id

(#G− 1)k + (#G− 1)(−1)k

#G
, g = id

ECA 2:3 (2022) Article #S2R20 6
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(see [14, Example 13, p. 10] for the abelian case). Consequently, we have

FW (g; logX) =


Xm − 1

mX
, g 6= id

Xm + (m− 1)

mX
, g = id

(in fact one can show this also by applying (3.1)).
The subgroups of W are the cyclic groups G(m, r, 1) ∼= Z/(m/r)Z for r | m, and their poset of inclusions is

isomorphic to the poset of positive integer divisors of m. Furthermore, an element g of G(m, 1, 1) belongs to
G(m, r, 1) if and only if its order ord(g) divides r. Therefore, doing the Möbius inversion over all subgroups,
we have (after some simplification) that

F full
W (g; logX) =

1

X

∑
r : r|m

and ord(g)|r

µ(m/r)
Xr − 1

r
=
X − 1

X

∑
r : r|m

and ord(g)|r

µ(m/r)
[r]X
r

for all g in W , where [r]X := 1 +X + . . .+Xr−1.

Another example, in the case of the real reflection group H3 = G23, is given below as Example 3.2.

Remark 3.1. The same representation-theoretic approach can easily be used to obtain the reflection length and
full reflection length of any element g ∈ W . Indeed, as mentioned below Equations (2.5) and (2.6), one need
only read off the lowest-order terms of the generating functions FW (g; z) and F full

W (g; z), respectively.

Remark 3.2. The two formulas (3.1) and (3.2) imply that the generating functions F full
W (g; z) are finite sums of

exponentials ekz. In fact, there are much stronger constraints on their structure. As we will see in Proposition 3.1
in the next section, the numbers k appearing in the exponents are integers and belong to an interval of length at
most h · n, where h is the Coxeter number and n the rank of the irreducible group W .

We warn the reader that several relevant results in factorization enumeration (e.g., [16, 17, 19]) concern
generating functions that vary the index n of the symmetric group Sn but fix the genus, whereas we fix the group
but vary the genus (equivalently, the number of factors). These generating functions, though similar to ours at
first glance, have much more complicated structures and asymptotics.

3.2 Additional structure for the generating functions

We give now some further properties of the functions F full
W (g; z) that are not necessary for what follows, but

that might shed some light on the structural characteristics of our main theorems.

Proposition 3.1. Let W be any complex reflection group and g any element of W . The exponential generating
function F full

W (g; z) of full reflection factorizations of g can always be expressed in terms of the variable X := ez

as a Laurent polynomial of the form

F full
W (g; logX) =

1

#W
· ΦW (g;X) · (X − 1)`

full
W (g) · 1

X#AW
,

with ΦW (g;X) a monic polynomial in X of degree h · n− `full
W (g) and AW the reflection arrangement of W .

Proof. As mentioned in the first paragraph of Section 3, the generating function F full
W (g; z) is always a Laurent

polynomial in terms of the variable X := ez. Since ez = 1 + z + . . ., the multiplicity of the root X = 1 in
this polynomial agrees with the degree `full

W (g) of the lowest-order term in the z-expansion of the series. The
highest and lowest degree of this Laurent polynomial is determined by the inequalities of [6, Prop. 3.2] regarding
the normalized traces χ(R)/χ(1); it is monic because only the trivial representation χtriv has normalized trace
equal to #R (as in the proof of [6, Thm. 3.6]).

Example 3.2 (Counting full reflection factorizations of the identity element in H3). We give here in some
detail a snapshot of the calculation of the generating function F full

H3
(id; z) counting full factorizations of the

identity element in the real reflection group H3 = G23. Möbius inversion on the poset of reflection subgroups of
a reflection group W can be computed recursively, as follows: assume that we have calculated in all reflection
subgroups W ′ � W the corresponding generating functions F full

W ′ (g; z) of reflection factorizations of g that are
full in W ′; then F full

W (g; z) is the result of subtracting all of these from the generating function FW (g; z) of not
necessarily full reflection factorizations in W .

In Table 1 below we see this information for the reflection group H3. Up to conjugacy, it has six classes of
proper reflection subgroups (see also [5, §6]), including the trivial subgroup {id}. The first column records the
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Coxeter type of the classes, the second column records the number of different subgroups in each class, and the
last column displays the already-calculated generating functions. Notice that we have given them in terms of the
variable X := ez so that one can immediately see the structural properties of Proposition 3.1. In particular, the
exponent of the factor X − 1 is the full reflection length of the identity in each subgroup W ′.

Type of W ′ #
[
W ′
]

F full
W ′ (id; logX)

{id} 1 1

A1 15
1

2
· (X − 1)2 · 1

X

A2
1 15

1

4
· (X − 1)4 · 1

X2

A2 10
1

6
· (X2 + 4X + 1) · (X − 1)4 · 1

X3

I2(5) 6
1

10
· (X6 + 4X5 + 10X4 + 20X3 + 10X2 + 4X + 1) · (X − 1)4 · 1

X5

A3
1 5

1

8
· (X − 1)6 · 1

X3

Table 1: The generating functions F full
W ′ (id; z) for all proper reflection subgroups W ′ of H3, expressed as Laurent

polynomials in X = ez.

Now, a direct computer calculation as in (3.1) gives that the generating function for not-necessarily-full
reflection factorizations of the identity is

FH3
(id; logX) =

1

120
· (X30 + 18X20 + 25X18 + 32X15 + 25X12 + 18X10 + 1) · 1

X15
.

We can finally write

F full
H3

(id; logX) = FH3(id; logX)−
∑

W ′�W
F full
W ′ (id; logX)

=
1

120
·
(
X24 + 6X23 + 21X22 + 56X21 + 126X20 + 252X19 + 462X18

+ 792X17 + 1287X16 + 2002X15 + 2949X14 + 4044X13

+ 4804X12 + 4044X11 + 2949X10 + 2002X9 + 1287X8 + 792X7

+ 462X6 + 252X5 + 126X4 + 56X3 + 21X2 + 6X + 1
)
· (X − 1)6 · 1

X15
.

Remark 3.3. The polynomials ΦW (g;X) that appear in Proposition 3.1 are very interesting: in real reflection
groups, it is easy to show that they are palindromic, but furthermore, it seems (based on empirical data) that they
have positive integer coefficients; in most cases (but not always: G2 = I2(6) = G(6, 6, 2) is an exception) their
coefficients are unimodal, and their roots have an interesting structure (see Figure 1 and Appendix A). Neither
palindromicity nor positivity holds for all complex types; for instance, in the cyclic group G(6, 1, 1) ∼= Z/6Z we
have

ΦG(6,1,1)(id;X) = X4 + 2X3 + 3X2 + 2X − 2.

Remark 3.4. While the machinery of the Frobenius lemma gives a powerful tool to study factorizations in any
particular group, the answers it produces for an infinite family of groups may not be usable. For example, in the
symmetric group, one can produce explicit formulas for the number of genus-0 and genus-1 factorizations of an
arbitrary element, but such formulas are unknown for the whole generating series F full

Sn
(g; z). However, there is

one case where some structure is indeed known, namely the case of the identity element g = id. In the seminal
work [25], Okounkov showed that an analog of the series F full

Sn
(id; z) satisfies a Toda equation, proving and

extending a conjecture of Pandharipande [26]. This implied a recursion for the series which later on Dubrovin–
Yang–Zagier [11, Thm. 1, eq. (17)] managed to replace by the following simpler quadratic recursion; as usual,
we phrase it in terms of the parameter X = ez (but notice that [11] count factorizations modulo simultaneous
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Figure 1: Roots of the polynomials ΦE7
(id;X) and ΦE8

(id;X). The roots come in pairs (a, 1/a) because the
polynomials are palindromic, and this explains the two “components” in the figures, but we cannot a priori
justify the rest of the structure (i.e., the orderly arrangement of the roots).

Figure 2: Plot of the roots of ΦS2n(id, X) for n = 5, . . . , 25. (We skip the roots for odd n to make the plot
clearer.)

conjugation by a group element, so that their generating function Cn(X) is related to ours via the equation
F full

Sn
(id; logX) = n! · Cn(X)):

n2(n− 1) · F full
Sn

(id; logX) =

n−1∑
k=1

k(n− k)2 ·
(
n

k

)
· (Xk − 2 +X−k) · F full

Sk
(id; logX) · F full

Sn−k
(id; logX). (3.3)

This allows one to compute the function F full
Sn

(id; z) efficiently.

Remark 3.5. From the recurrence (3.3), the polynomials ΦSn
(id, X) have integer coefficients and are palin-

dromic. This forces their roots to come in pairs (a, 1/a) and (a, a) and thus the plots of the roots have two com-
ponents corresponding to the (a, 1/a) pairs. Figure 2 shows plots of the roots of ΦS2n(id, X) for n = 5, . . . , 25.
Are these points converging to a limit shape as n→∞ (for example, to the unit circle)?
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4. Counting full factorizations in the combinatorial fam-
ily

In this section, we give a formula for the generating function that counts full reflection factorizations of arbitrary
length (not just minimum length) of an element g in a group G(m, p, n) from the infinite family. Our formula
is valid for arbitrary g and expresses the result in terms of similar generating functions in the symmetric group
Sn and in the cyclic group G(m, p, 1) ∼= Z/(m/p)Z. To avoid the cumbersome notation F full

G(m,p,n)(g; z) we write

the generating functions for the infinite family simply as F full
m,p,n(g; z).

Theorem 4.1. For an element g ∈ G(m, p, n) with k cycles, of colors a1, . . . , ak, let d = gcd(a1, . . . , ak, p). We
have

F full
m,p,n(g; z) =

1

mn−1
· F full

m,p,1

(
ζcol(g)
m ;n · z

)
·
∑
r : r|d

(
µ(r) · rn+k−2 · F full

Sn

(
πm/1(g); (m/r) · z

))
,

where µ is the number-theoretic Möbius function.

(Since p | m and any two integer representatives of ai ∈ Z/mZ differ by a multiple of m, the number d is
well defined as an integer, and is always a divisor of p.)

Remark 4.1. In the case that p = 1, then always d = 1 and so the summation simplifies to a single term. In
the case that p = m, the group G(m,m, 1) is the trivial group, which is still a reflection group but with an empty
set of reflections R = ∅; then by construction (see (3.1) and (3.2)) we will have that F full

m,m,1(id; z) = 1.

Our approach is broadly similar to that of [23] and Polak–Ross [27]; we use the maps π to project factoriza-
tions from G(m, p, n) to a simpler subgroup (either G(p, p, n) or Sn) and then compute the size of each fiber
of the projection. Our main tool for counting preimages (Lemma 4.2) is adapted directly from [27]; however,
because we consider full (rather than connected) factorizations, we require an additional inclusion-exclusion
argument over a certain subgroup lattice.

The structure of the proof is as follows: first, we characterize generating sets of reflections in G(m, p, n) in
terms of their projections into G(m, p, 1) and into G(p, p, n). Second, we use this characterization to express
F full
m,p,n(g; z) in terms of related series in the cyclic group G(m, p, 1) and the color-0 subgroup G(p, p, n). Finally,

we show how to express F full
p,p,n(g; z) in terms of related series in the symmetric group Sn.

4.1 Characterization of generating sets

We begin by giving a characterization for generating sets of reflections in G(m, p, n) in terms of their projections.

Lemma 4.1. A set S of reflections in G(m, p, n) generates the whole group if and only if col(S) generates
pZ/mZ and πm/p(S) generates G(p, p, n).

Proof. If S generates G(m, p, n) then πm/p(S) generates πm/p(G(m, p, n)) = G(p, p, n) and col(S) generates
col(G(m, p, n)) = pZ/mZ because both projections are surjective.

Conversely, suppose S is a set of reflections in G(m, p, n) such that col(S) generates pZ/mZ and πm/p(S)
generates G(p, p, n). Write S as a disjoint union S = Str ∪ Sdiag, where Str consists of transposition-like
reflections and Sdiag consists of diagonal reflections. Consider any element w = [u; (a1, . . . , an)] in G(m, p, n)
(so p | a1 + . . .+ an). By definition, we have πm/p(g) = [u; (m/p · a1, . . . ,m/p · an)] ∈ G(p, p, n). By hypothesis,
we can write

πm/p(g) = πm/p(s1) · · ·πm/p(sk)

for some reflections s1, . . . , sk in S. Then

g · (s1 · · · sk)−1 = [id; (b1, . . . , bk)]

belongs to the kernel of πm/p, that is, p divides bi for i = 1, . . . , n. To finish, it suffices to show that this
element [id; (b1, . . . , bk)] belongs to the subgroup 〈S〉 generated by S. Since πm/p(S) generates G(p, p, n) ⊇ Sn,
it must be that Str is connected, and so products of elements of Str yield arbitrary underlying permutations.
Conjugating a diagonal reflection by such elements produces the diagonal reflections with the same color and
arbitrary position for the nontrivial entry, and hence the subgroup〈

〈S〉-conjugates of Sdiag

〉
generated by Sdiag and all of its conjugates by products of elements of S are equal to the diagonal subgroup{

[id; (a1, . . . , an)] : p divides a1 + . . .+ an

}
.
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This subgroup manifestly contains ker(πm/p). Thus g ∈ 〈S〉. Since g was arbitrary, 〈S〉 = G(m, p, n), as
claimed.

Lemma 4.2. Let (t1, . . . , t`) be a sequence of permutations in Sn with the property that its subsequence of
transpositions is connected, and let g = t1 · · · t`. There exists a subsequence (ti1 , . . . , tin−1

) of n−1 transpositions

with the following properties: for every choice of {t̃j : j 6= i1, . . . , in−1} and g̃ ∈ G(m, 1, n) such that

• πm/1(t̃j) = tj for j 6= i1, . . . , in−1,

• πm/1(g̃) = g, and

• col(g̃) =
∑

j 6=i1,...,in−1

col(t̃j),

there exists a unique choice of reflections t̃i1 , . . . , t̃in−1
in G(m, 1, n) such that πm/1(t̃ij ) = tij and g̃ = t̃1 · · · t̃`.

Proof. This is essentially Lemma 3.2 and the argument immediately following it in [27].

4.2 From G(m, p, n) to G(p, p, n)

Next, we show how to express the generating function for full factorizations of an element g ∈ G(m, p, n) in
terms of the series of G(p, p, n)-full factorizations of its projection πm/p(g).

Proposition 4.1. Suppose p < m. Then for any element g ∈ G(m, p, n), we have

F full
m,p,n(g; z) =

1

(m/p)n−1
· F full

p,p,n(πm/p(g); (m/p) · z) · F full
m,p,1(ζcol(g)

m ;n · z).

Proof. Let W = G(m, p, n) with p < m and let g be an arbitrary element of W . For each reflection factorization
f of g, let f1 be the result of deleting all copies of the identity from πm/p(f) (equivalently, the result of applying
πm/p only to the transposition-like factors in f) and let f2 be the result of deleting all copies of the identity

from ζ
col(f)
m (equivalently, of applying ζcol

m only to the diagonal factors in f). Then f1 is a G(p, p, n)-reflection

factorization of πm/p(g) and f2 is a G(m, p, 1)-reflection factorization of ζ
col(g)
m , and their lengths sum to the

length of f . By Lemma 4.1, f generates W if and only if f1 generates G(p, p, n) and f2 generates G(m, p, 1).
We now fix such a pair (f1, f2) and consider how many preimages f it has among the reflection factorizations
of g.

Let k = #f1 and `−k = #f2. Then the number of preimages of (f1, f2) among factorizations of all elements
in W is

(
`
k

)
· (m/p)k · n`−k: the binomial coefficient counts the ways to assign k positions to transposition-like

factors from among ` positions, the factor (m/p)k counts the ways to choose for each of k elements of f1 a
reflection preimage under πm/p, and the factor n`−k counts the ways to choose for each of `− k elements of f2

a reflection preimage under ζcol
m .

We claim that among these preimages, precisely
(
`
k

)
· (m/p)k−(n−1) · n`−k are factorizations of g. Indeed,

following the first step of the construction in the previous paragraph, choose a length-` factorization f∗ of
πm/p(g) by shuffling f1 with `− k copies of the identity. Now project f∗ to the symmetric group, giving us an
Sn-factorization πm/1(f∗) of πm/1(g). By construction, πm/1(f1) is equal to the subsequence of transpositions
in πm/1(f∗). Since f1 generates G(p, p, n), it is connected, and so πm/1(f1) is connected as well. Therefore,
Lemma 4.2 provides a special subsequence ti1 , . . . , tin−1

of πm/1(f∗). As in the previous paragraph, there are

n`−k ·(m/p)k−(n−1) ways to choose reflection preimages t̃j in G(m, p, n) of the factors tj in f∗ for j 6= i1, . . . , in−1,
consistent with the restrictions that the projections under πm/p and ζcol

m should give f1 and f2. By Lemma 4.2,

there is a unique way to lift πm/1(ti1), . . . , πm/1(tin−1) to reflections t̃i1 , . . . , t̃in−1 in G(m, p, n) so that

g = t̃1 · · · t̃`. To complete the counting argument, it remains to show that this unique choice is compatible with
f1, i.e., that πm/p(t̃ij ) = tij for j = 1, . . . , n− 1.

Let f̃ = (t̃1, . . . , t̃`). By construction, πm/p(f̃) and f∗ are both G(p, p, n)-factorizations of πm/p(g), with
corresponding factors sharing the same underlying permutation, that agree at all positions except possibly
i1, . . . , in−1. But by Lemma 4.2, there is a unique G(p, p, n)-factorization of πm/p(g) that agrees with f∗ except

at the positions i1, . . . , in−1. Thus πm/p(f̃) = f∗, so that the constructed factorization f̃ really does map to the
pair (f1, f2).

In summary, so far we have shown that there is a map from full length-` G(m, p, n)-reflection factorizations of
g to pairs (f1, f2) such that, for some integer k, f1 is a full length-k G(p, p, n)-reflection factorization of πm/p(g)

and f2 is a full length-(` − k) G(m, p, 1)-reflection factorization of ζ
col(g)
m , and that each such pair (f1, f2) has
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(
`
k

)
(m/p)k−(n−1)n`−k preimages under this map. Converting the preceding statement to a generating-function

calculation, we have

[z`]F full
m,p,n(g; z) =

1

`!
·#
{

length-` G(m, p, n)-refn. facts.
of g that generate G(m, p, n)

}

=
∑
k

(m/p)k−(n−1)n`−k

k!(`− k)!
·#


length-k

G(p, p, n)-refn.
facts. of πm/p(g) that

generate G(p, p, n)

 ·#


length-(`− k)
G(m, p, 1)-refn.

facts. of ζ
col(g)
m that

generate G(m, p, 1)


= (p/m)n−1 ·

∑
k

(m/p)kn`−k · [zk]F full
p,p,n(πm/p(g); z) · [z`−k]F full

m,p,1(ζcol(g)
m ; z)

= (p/m)n−1 · [z`]
(
F full
p,p,n(πm/p(g); (m/p) · z) · F full

m,p,1(ζcol(g)
m ;n · z)

)
,

and the proposition follows immediately.

4.3 From G(p, p, n) to Sn

Next, we show how to express the generating function for full factorizations of an element g ∈ G(p, p, n) in
terms of the series of Sn-full factorizations of its underlying permutation πp/1(g).

Proposition 4.2. Fix an element g ∈ G(p, p, n) with k cycles, of colors a1, . . . , ak, and let d = gcd(a1, . . . , ak, p).
Then

F full
p,p,n(g; z) =

1

pn−1

∑
r|d

(
µ(r) · rn+k−2 · F full

Sn

(
πp/1(g); (p/r) · z

))
,

where µ is the number-theoretic Möbius function.

(Since any two integer representatives of ai differ by a multiple of p, the number d is well defined as an
integer; it could alternatively be defined as the unique positive integer such that {a1, . . . , ak} generates the
cyclic subgroup dZ/pZ of Z/pZ.)

Proof. By hypothesis, the colors of all cycles of g are multiples of d. Therefore, recalling the characterization
of conjugacy classes in G(p, 1, n) from Section 2, we have that g is conjugate by an element of G(p, 1, n) to an
element of G(p/d, p/d, n). (Here, and in the rest of this proof, we write G(p/r, p/r, n) for the particular subgroup
of G(p, p, n) defined in (2.1), rather than the isomorphism class of such groups.) Since W = G(p, p, n) is a normal
subgroup of G(p, 1, n), this conjugation extends to a bijection between W -full reflection factorizations, and so
for convenience, we replace g with its conjugate in G(p/d, p/d, n).

Applying πp/1 to any reflection factorization of g that is full with respect to W produces a connected Sn-
factorization of πp/1(g). The main idea of the proof is to count preimages of each such Sn-factorization. The
remainder of the argument has three main components: first, we enumerate the reflection subgroups of each
type that may be generated by such a preimage; then we show that the number of preimages which generate
a subgroup of a given type only depends on its isomorphism type; finally, we count the preimages according to
the type of subgroup they generate. The final answer then follows from an inclusion-exclusion argument.

Fix a connected transposition factorization f = (t1, . . . , t`) of πp/1(g). Since f is connected, every subgroup
of W = G(p, p, n) that is generated by a lift of f is conjugate in G(p, 1, n) to G(p/r, p/r, n) for some r | p.
Furthermore, since the cycle colors of g generate dZ/pZ, when we restrict to lifts of f that are factorizations of
g, we have by Lemma 4.1 that each one generates a subgroup conjugate to G(p/r, p/r, n) for some r | d (not
just r | p). Moreover, as observed in Section 2, it is enough to allow conjugation only by diagonal elements of
G(p, 1, n).

We next consider how many distinctG(p, 1, n)-conjugates ofH = G(p/r, p/r, n) inW = G(p, p, n) contain the
element g = [u; d·a]. Let δ = [id; (d1, . . . , dn)] ∈ G(p, 1, 1)n ⊂ G(p, 1, n). By (2.4), we have δ−1[v; (b1, . . . , bn)]δ =
[v; (b1 + d1 − dv(1), . . . , bn + dn − dv(n))] for any [v; b] ∈W . Thus if g = δ−1g′δ then g′ = [u; b] for some n-tuple
b = (b1, . . . , bn) ∈ (Z/pZ)n of colors. Consequently, g ∈ δ−1Hδ if and only if

[u; d · a] = [u; (rb1 + d1 − du(1), . . . , rbn + dn − du(n))]

for some b. Since r | d, such a tuple b exists if and only if r | di − du(i) for i = 1, . . . , n. There are pk · (p/r)n−k
choices δ such that these equations hold: the color of one element from each of the k cycles of u may be chosen
arbitrarily, and the remaining colors in the cycle may be chosen to be any of the p/r colors that differ from the
first choice by a multiple of r. Among these choices for δ, there are p · (p/r)n−1 that normalize H (every two
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entries of δ must differ by a multiple of r), so by the orbit-stabilizer theorem there are rk−1 distinct copies of
H that contain g.

Furthermore, suppose that δ−1Hδ is an isomorphic copy of H containing g, so that

g = δ−1[u; r · b]δ = [u; (rb1 + d1 − du(1), . . . , rbn + dn − du(n))].

Choose a new diagonal element δ′ = [id; (d′1, . . . , d
′
n)] as follows: select one entry j in each cycle of u and

set d′j = 0, and determine the other values of d′i by the relation d′i − d′u(i) = di − du(i) for i = 1, . . . , n. By

construction, we have (first) that (δ′)−1[u; r · b]δ′ = g, and (second) that di ∈ rZ/pZ for each i and so δ′ ∈ H.
Consequently δ−1δ′ commutes with g and (δ−1δ′)H(δ−1δ′)−1 = δ−1Hδ. Thus, conjugation by δ−1δ′ extends to
a bijection between lifts of f that are H-reflection factorizations of g and lifts of f that are δ−1Hδ-reflection
factorizations of g – or in other words, all the rk−1 distinct copies of H that contain g also contain the same
number of factorizations of g that are lifts of f .

Now let us count lifts of f according to what subgroup they generate. Let ap/r be the number of lifts of f
that factor g and generate the group G(p/r, p/r, n), and let bp/r be the (generally larger) number of lifts of f
that factor g and generate any subgroup of G(p/r, p/r, n). We next establish a relationship between the as and
the bs. It follows from the arguments of the two last paragraphs that every lift of f that factors g and generates
a subgroup of G(p/r, p/r, n) in particular generates, for some integer r′ such that r | r′ | d, one of the (r′/r)k−1

distinct subgroups of G(p/r, p/r, n) that are isomorphic to G(p/r′, p/r′, n) and contain g; and that the number
of factorizations that generate each of these subgroups is ap/r′ . Therefore for any r | d we have

bp/r =
∑

r′ : r|r′|d

(r′/r)k−1 · ap/r′ ,

or equivalently

rk−1 · bp/r =
∑

r′ : r|r′|d

(r′)k−1 · ap/r′ .

By Möbius inversion, it follows that the number ap = ap/1 of lifts of f that factor g and generate the full group
W = G(p, p, n) is

ap =
∑
r|d

µ(r) · rk−1 · bp/r. (4.1)

Next, we compute the number bp/r.
Since f is connected, Lemma 4.2 promises a special subsequence ti1 , . . . , tin−1

with the following property:

each of the p`−(n−1) ways of lifting the tj for j 6= i1, . . . , in−1 into W determines a unique lift of f to a W -
factorization of g. Moreover, if each of the `−(n−1) non-special factors is lifted to a reflection in G(p/r, p/r, n),
then they and the product g all live inside G(p/r, 1, n); in this case, Lemma 4.2 promises that the remaining
special factors will also lift to transposition-like reflections inside G(p/r, 1, n). Thus, bp/r = (p/r)`−(n−1) of the
lifts generate a subgroup of G(p/r, p/r, n). Substituting this into (4.1), we conclude that the number ap = ap/1
of lifts of f that factor g and generate the full group W = G(p, p, n) is

ap = pk−1 ·
∑
r|d

µ(r) · (p/r)`−n−k+2.

Now taking into account all choices of f , we have

[z`]F full
p,p,n(g; z) = pk−1 ·

∑
r|d

µ(r) · (p/r)`−n−k+2 · [z`]F full
Sn

(g; z).

The desired result follows immediately.

4.4 Completing the proof of Theorem 4.1

Let g be an arbitrary element of W = G(m, p, n), and suppose that g has k cycles, of colors a1, . . . , ak ∈ Z/mZ.
By Proposition 4.1, we have

F full
m,p,n(g; z) =

1

(m/p)n−1
· F full

p,p,n(πm/p(g); (m/p) · z) · F full
m,p,1(ζcol(g)

m ;n · z). (4.2)

Viewed as an element of G(m, p, n), πm/p(g) has cycles of colors m
p ai ∈ Z/mZ; therefore, when viewed as an

element of G(p, p, n), its cycles have colors ai ∈ Z/pZ. Setting d = gcd(a1, . . . , ak, p), we have by Proposition 4.2
that

F full
p,p,n(πm/p(g); (m/p) · z) =

1

pn−1

∑
r|d

(
µ(r) · rn+k−2 · F full

Sn

(
πp/1(πm/p(g)); (p/r) · (m/p) · z

))
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=
1

pn−1

∑
r|d

(
µ(r) · rn+k−2 · F full

Sn

(
πm/1(g); (m/r) · z

))
.

Plugging this into (4.2) immediately gives the result. �

5. Recovering leading terms

In this section we extract the leading term of the generating series F full
m,p,n(g; z) in Theorem 4.1 to obtain the

number of minimum-length full factorizations of an arbitrary element in G(m, p, n). The answer will involve
the Euler totient function ϕ(m), the Jordan totient function

J2(m) :=
∑
d|m

µ(m/d) · d2, (5.1)

which counts elements of order m in the group (Z/mZ)2 [34, https://oeis.org/A007434], and Hurwitz num-
bers of the symmetric group of genus 0 (given by Theorem 1.1) and genus 1. The latter also have an explicit
formula.

Theorem 5.1 (Goulden–Jackson [17]; Vakil [38]). For λ = (λ1, . . . , λk), the number of genus-1 transitive
transposition factorizations in Sn of a permutation of cycle type λ is

H1(λ) =
1

24
(n+ k)!

(
k∏
i=1

λλi
i

(λi − 1)!

)(
nk − nk−1 −

k∑
i=2

(i− 2)! · ei(λ) · nk−i
)
,

where ei denotes the ith elementary symmetric function.

In order to extract the leading coefficients of F full
m,p,n(g; z), we need first to determine the full reflection length

`full
W (g) for g in W = G(m, p, n). We do this by calculating from Theorem 4.1 the degree of the leading term

in the generating function F full
m,p,n(g; z). Although the relation between generating functions in Theorem 4.1 is

stated uniformly for all m, p, n, it is most convenient to formulate our corollary separately for G(m,m, n) and
for G(m, p, n) with p < m. This is because of the appearance of the cyclic group pZ/mZ in Theorem 4.1 – when
p = m, this group is trivial and does not contribute to the (full) reflection length (see Remark 4.1).

Corollary 5.1. Let W = G(m, p, n). For an element g ∈ W with k cycles, of colors a1, . . . , ak, let d =
gcd(a1, . . . , ak, p) and a = gcd(col(g),m)/p. If m = p, we have

`full
W (g) =

{
n+ k − 2, if d = 1

n+ k, if d 6= 1,

while if m 6= p, we have

`full
W (g) =


n+ k − 1, if a = 1 and d = 1

n+ k, if a 6= 1 and d = 1

n+ k + 1, if a = 1 and d 6= 1

n+ k + 2, if a 6= 1 and d 6= 1.

Proof. We need only compute the degree (in z) of the lowest-order term of the generating function F full
m,p,n(g; z).

Looking at the right side of the equation in Theorem 4.1, we make the following observations.

(1) When m = p, the group G(m,m, 1) is the trivial group and the generating function F full
m,m,1(ζ

col(g)
m ;n · z)

equals 1 as we explain in Remark 4.1, contributing the factor z0 for the degree of the lowest-order term
of F full

m,p,n(g; z).

(2) When m 6= p, the group G(m, p, 1) is the cyclic group of order m/p and therefore the generating function

F full
m,p,1(ζ

col(g)
m ;n · z) will either contribute a factor of z1 (if ζ

col(g)
m generates G(m, p, 1)) or z2 (if not)

to the degree of the lowest-order monomial. The condition ζ
col(g)
m generates G(m, p, 1) is equivalent to

gcd(col(g),m) = p, i.e., to a = 1.

(3) When d = 1, the sum factor has a unique term F full
Sn

(πm/1(g);m · z). By Theorem 1.1, since πm/1(g) has

k cycles, this generating function will contribute the factor zn+k−2.
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(4) When d 6= 1, the coefficient of zn+k−2 in F full
Sn

(πm/1(g); (m/r) · z) is a multiple of∑
r : r|d

µ(r) · rn+k−2 · (m/r)n+k−2 = mn+k−2 ·
∑
r : r|d

µ(r) = 0,

leaving zn+k as the contribution to the lowest-order monomial. Indeed, its coefficient

∑
r : r|d

µ(r) · rn+k−2 · (m/r)n+k =
mn+k

d2

∑
b : b|d

µ(d/b) · b2

equals
mn+k

d2
J2(d) by (5.1) and thus is nonzero.

The statement of the corollary is immediate after the previous points.

Remark 5.1. It is interesting to observe that the formulas for full reflection length in Corollary 5.1 are ef-
ficiently computable (indeed, the computation is completely straightforward). By contrast, although an explicit
combinatorial formula exists for reflection length in G(m, p, n) [33, Thm. 4.4], it is computationally intractable
in general – see [24, Rem. 2.4].

Theorem 5.2. For an element g ∈ G(m, p, n) with k cycles, of colors a1, . . . , ak, let d = gcd(a1, . . . , ak, p) and
a = gcd(col(g),m)/p. If m = p, we have

F full
m,m,n(g) =

{
mk−1 ·H0(λ), if d = 1

mk+1 · J2(d)
d2 ·H1(λ), if d 6= 1,

while if m 6= p, we have

F full
m,p,n(g) =



n(n+ k − 1) ·mk−1 ·H0(λ), if a = 1 and d = 1

n2(n+k)(n+k−1)mk

2 · ϕ(a)
pa ·H0(λ), if a 6= 1 and d = 1

n(n+ k + 1)mk+1 · J2(d)
d2 ·H1(λ), if a = 1 and d 6= 1

n2(n+k+2)(n+k+1)mk+2

2 · ϕ(a)
pa ·

J2(d)
d2 ·H1(λ), if a 6= 1 and d 6= 1,

where λ is the cycle type of the underlying permutation πm/1(g).

Proof. Since g has k cycles, the full reflection length of the permutation πm/1(g) is n+ k − 2. We consider the
same cases as of Corollary 5.1.

If m = p, then in all cases F full
m,m,1

(
ζ

col(g)
m ;n · z

)
= 1. If d = 1 then `full

W (g) = n+k− 2 by Corollary 5.1. Thus
by Theorem 4.1 we have

F full
m,m,n(g) =

(n+ k − 2)!

mn−1
· [zn+k−2]F full

Sn

(
πm/1(g);m · z

)
=

(n+ k − 2)!

mn−1
· m

n+k−2H0(λ)

(n+ k − 2)!

= mk−1 ·H0(λ).

If instead d 6= 1, then `full
W (g) = n+ k by Corollary 5.1. Thus by Theorem 4.1 we have

F full
m,m,n(g) =

(n+ k)!

mn−1
· [zn+k]

∑
r:r|d

(
µ(r)rn+k−2F full

Sn

(
πm/1(g); (m/r) · z

))
=

1

mn−1
·H1(λ) ·

∑
r:r|d

µ(r) · rn+k−2 · (m/r)n+k.

By (5.1), this simplifies to

1

mn−1
·H1(λ) · m

n+k

d2
· J2(d) =

mk+1

d2
· J2(d) ·H1(λ),

as claimed.
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Now suppose m 6= p. Observe that m
gcd(col(g),m) = m

pa is precisely the order of col(g) in the cyclic group

Z/mZ (or any subgroup thereof that contains it). In particular, ζ
col(g)
m generates G(m, p, 1) ∼= Z/(m/p)Z if and

only if a = 1.
If d = 1, then, as in the case p = m, the summation in Theorem 4.1 consists of a single term, whose

lowest-degree term is H0(λ) · m
n+k−2zn+k−2

(n+k−2)! . If a = 1, so that ζ
col(g)
m generates G(m, p, 1), then the lowest-degree

term of F full
m,p,1(ζ

col(g)
m ;n · z) is n · z. It follows that the term of degree `full

W (g) = n+ k − 1 in this case is

F full
m,p,n(g) =

(n+ k − 1)!

mn−1
·H0(λ) · m

n+k−2zn+k−2

(n+ k − 2)!
· n = n(n+ k − 1) ·mk−1 ·H0(λ),

as claimed.
Still considering the case p 6= m and d = 1, let us suppose instead that a 6= 1. In this case, the contribution

from F full
m,p,1(ζ

col(g)
m ;n · z) is c · n2 · z2/2 where c is the number of full factorizations of length 2 of ζ

col(g)
m in

the cyclic group G(m, p, 1). More generally, let a(R,N) be the number of length-2 (not necessarily reflection)
factorizations of an element of order N/R in the cyclic group of order N that do not lie in a proper subgroup.
The number of all length-2 factorizations of such an element is b(R,N) = N , and consequently

N =
∑
r : r|R

a(R/r,N/r)

for all N such that R | N . By Möbius inversion, it follows that

a(R,N) =
∑
r:r|R

µ(r) · b(R/r,N/r) =
N

R

∑
r:r|R

µ(r) ·R/r =
N

R
ϕ(R).

Now specializing to our particular case N = m
p and R = a, since the element of order N/R is not a generator,

the factorizations counted by a(R,N) are actually full reflection factorizations. Thus we have c = m
paϕ(a) and

we obtain

F full
m,p,n(g) =

n2 · (n+ k)!

2 ·mn−1
· m
pa
· ϕ(a) · m

n+k+2 ·H0(λ)

(n+ k − 2)!

=
n2(n+ k)(n+ k − 1)mk

2pa
· ϕ(a) ·H0(λ),

as claimed.
On the other hand, if d 6= 1, then, again as in the case p = m, the lowest-degree term from the summation

factor is

[zn+k]
∑
r,r|d

(
µ(r)rn+k−2F full

Sn

(
πm/1(g); (m/r) · z

))
=
mn+k · J2(d) ·H1(λ)

(n+ k)! · d2
.

Consequently, when a = 1 we have

F full
m,p,n(g) =

(n+ k + 1)!

mn−1
· n · m

n+k · J2(d) ·H1(λ)

(n+ k)! · d2

=
n(n+ k + 1)mk+1

d2
· J2(d) ·H1(λ),

while when a 6= 1 we instead have

F full
m,p,n(g) =

n2 · (n+ k + 2)!

2 ·mn−1
· m
pa
· ϕ(a) · m

n+k · J2(d) ·H1(λ)

(n+ k)! · d2

=
n2(n+ k + 1)(n+ k + 2)mk+2

2d2pa
· ϕ(a) · J2(d) ·H1(λ),

as claimed.

Remark 5.2. If W is a complex reflection group of exceptional type, we can recover the number F full
W (g) of

minimum-length full reflection factorizations of an element g by computing the series F full
W (g; z) as in Section 3

and extracting the lowest-order term of the series. When we express the generating function as a Laurent
polynomial in X = ez as in Proposition 3.1, this gives

F full
W (g) =

1

#W
· ΦW (g; 1) · `full

W (g)!.
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For example, continuing where Example 3.2 left off, we have that ΦH3(id; 1) = 28800 and so the number of
minimum-length full reflection factorizations of the identity in H3 is given by

F full
H3

(id) =
1

#H3
· ΦH3

(id; 1) · `full
H3

(id)!

=
1

120
· 28800 · 6!

= 172800.
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A. Root plots of the polynomials ΦW (id;X)

We give below the plots of the roots of the polynomials ΦW (id;X) of Proposition 3.1 in the complex plane
for all exceptional complex reflection groups. For the polynomials themselves, see the data file attached as a
supplementary file to the arXiv version of this paper [8].
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