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ABSTRACT: We study the list chromatic number of the Cartesian product of a complete graph of order n and
a complete bipartite graph with partite sets of size a and b where a < b, denoted x¢(K,0K, ;). At the 2024
Sparse Graphs Coalition’s Workshop on algebraic, extremal, and structural methods and problems in graph
colouring, Mudrock presented the following question: For each positive integer a, does x/(K,OK,p) =n+a if
and only if b > (n 4+ a — 1)!*/(a — 1)!*? In this paper, we show the answer to this question is yes by studying
xe(HOK, ) when H is strongly chromatic-choosable (a special form of vertex criticality related to chromatic
choosability) with the help of the list color function and analytic inequalities such as that of Karamata. Our
result can be viewed as a generalization of the well-known result that x,(K, ) = 1+ a if and only if b > a®.
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1. Introduction

In this paper, all graphs are nonempty, finite, simple graphs unless otherwise noted. Generally speaking, we
follow West [19] for terminology and notation. The set of natural numbers is N = {1,2,3,...}. For k € N, we
write [k] for the set {1,...,k} and [0] = ). We adopt the convention that Hf:a x; = 1 whenever a > b. We use
AM-GM inequality to mean the Inequality of Arithmetic and Geometric Means. If G is a graph and S C V(G),
we write G[S] for the subgraph of G induced by S. For v € V(G), we write dg(v) for the degree of vertex v
in the graph G, and we write Ng(v) for the neighborhood of v in G. If G and H are vertex-disjoint graphs,
the join of G and H, denoted G V H, is the graph consisting of G, H, and additional edges added so that each
vertex in G is adjacent to each vertex in H.

1.1 List Coloring Cartesian Products

List coloring is a variation on the classical vertex coloring problem that was introduced in the 1970s indepen-
dently by Vizing [17] and Erdés, Rubin, and Taylor [6]. In the classical vertex coloring problem, we seek a
proper k-coloring of a graph G which is a coloring of the vertices of G with colors from [k] so that adjacent
vertices receive different colors. The chromatic number of a graph, denoted x(G), is the smallest k such that G
has a proper k-coloring. For list coloring, we associate a list assignment L with a graph G which assigns to each
vertex v € V(G) a list of colors L(v) (we say L is a list assignment for G). The graph G is L-colorable if there
exists a proper coloring f of G such that f(v) € L(v) for each v € V(G) (we refer to f as a proper L-coloring
of G). A list assignment L is called a k-assignment for G if |L(v)| = k for each v € V(G). The list chromatic
number of a graph G, denoted x,(G), is the smallest k such that G is L-colorable whenever L is a k-assignment
for G. Note that x(G) < x¢(G) for all graphs G. We say G is k-choosable if k > x¢(G). Additionally, G is said
to be chromatic-choosable when its list chromatic number equals its chromatic number.
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The Cartesian product of graphs M and H, denoted MOH, is the graph with vertex set V(M) x V(H) and
edges created so that (u,v) is adjacent to (v/,v’) if and only if either v = «' and vv’ € E(H) or v = v’ and
uu' € E(M). Throughout this paper, if G = MOH and u € V(M) (resp. u € V(H)), we let V,, be the subset
of V(G) consisting of the vertices with first (resp. second) coordinate u. We also let G, = G[V,]. Similarly,
if S CV(M)UV(H), welet Vs = J,cq Vs and Gs = G[Vs]. By the definition of the Cartesian product of
graphs, it is easy to see that G, is a copy of H (resp. M) when u € V(M) (resp. u € V(H)). When L is
a list assignment for G and u € V(G), we write L, for the list assignment for G, obtained by restricting the
domain of L to V,,. Similarly, when S C V(M)UV (H), we write Lg for the list assignment for G obtained by
restricting the domain of L to V.

It is well-known that x(GOH) = max{x(G), x(H)}. On the other hand, the list chromatic number of the
Cartesian product of graphs is not nearly as well understood. In 2006, Borowiecki, Jendrol, Kral, and Miskuf [3]
showed the following.

Theorem 1.1 ( [3]). For any graphs G and H, x,(GOH) < min{x¢(G) + col(H),col(G) + xe(H)} — 1.

Here col(G) denotes the coloring number of a graph G which is the smallest integer d for which there exists
an ordering, vy, ..., vy, of the elements in V(G) such that each vertex v; has at most d — 1 neighbors among
V1,...,0i—1. It is well known that greedy coloring gives x¢(G) < col(G) for all graphs G. For this paper, it is
important to note that Theorem 1.1 implies x/(GOK, ) < x¢(G) + a.

It is also proven in [3] that the bound in Theorem 1.1 is tight.

Theorem 1.2 ( [3]). Suppose G is a graph with n vertices. Then, xo(GOKyp) = xe(G) + a whenever b >
(xe(G) +a — 1),

It is natural to wonder when the bound on b in Theorem 1.2 is best possible. With this in mind, for each
a € N, welet f,(G) be the smallest b such that x,(GOK, ) = x¢(G)+a. Note x,(GOK, o) = x¢(G) < x¢(G)+a
which implies that f,(G) > 1. Second, Theorem 1.2 implies that f,(G) < (x¢(G) + a — 1)4V(&)I. This means
fa(G) exists and is a natural number. Also, if G is a disconnected graph with components: Hi, Ho, ..., H,,
we have f,(G) = max{f,(H;): i € [r], x¢e(H;) = x¢(G)}. So, we will restrict our attention to connected graphs
from this point forward.

1.2 The List Color Function and Strong Chromatic-Choosability

Let P(G,k) be the chromatic polynomial of the graph G; that is, P(G,k) is equal to the number of proper
k-colorings of G. It is known that P(G, k) is a polynomial in k (see [2]). In 1990 [12], this notion was extended
to list coloring as follows. If L is a list assignment for G, we use P(G, L) to denote the number of proper
L-colorings of G. The list color function Pp(G, k) is the minimum value of P(G, L) where the minimum is taken
over all possible k-assignments L for G. Since a k-assignment could assign the same k colors to every vertex in
a graph, it is clear that Py(G,k) < P(G,k) for each k € N. In general, the list color function of a graph can
differ significantly from its chromatic polynomial for small values of k. However, for large values of k, Dong
and Zhang [4] (improving upon results in [5], [16], and [18]) showed that for any graph G with at least 2 edges,
Py(G,k) = P(G, k) whenever k > |E(G)| — 1.

In the case G is a complete graph or a cycle, it is well known (see [15]) that P(Cy, k) = (k—1)"+(—-1)"(k—1)
and P(K,,k) = H?gol(k —1). It is easy to see that for each n,k € N, P(K,,, k) = Py(K,, k), and it was shown
in [11] that for each n,k € N, P(C,, k) = Py(Cp, k). Also, the list color function of certain Cartesian products
of graphs was recently utilized in [10].

A graph is k-vertex critical if its chromatic number is k and the removal of any vertex in the graph decreases
the chromatic number of the graph. In [8], the first and third named authors introduced the related notion of
strong chromatic-choosability and used the list color function to compute f, with a = 1 for graphs that are
strongly chromatic-choosable (Theorem 1.3 below). A graph G is strongly k-chromatic-choosable if it is k-vertex
critical and every (k — 1)-assignment L for which G is not L-colorable has the property that the lists are the
same on all vertices. List assignments that assign the same list of colors to every vertex of a graph are called
constant. We say G is strongly chromatic-choosable if it is strongly x(G)-chromatic-choosable. Note that if G is
strongly k-chromatic-choosable, then the only reason G is not (k— 1)-choosable is that a proper (k — 1)-coloring
of G does not exist. Simple examples of strongly chromatic-choosable graphs include complete graphs, odd
cycles, and the join of a complete graph and odd cycle (see [1] and [8] for many other examples).

Theorem 1.3 ( [8]). Let M be a strongly k-chromatic-choosable graph. Then, f1(M) = Py(M, k).

1.3 Motivating Question
The following general upper bound on f,(G) was proven in [9)].

Theorem 1.4 ( [9]). For any graph G and a € N, f,(G) < (Pi(G, xe(G) +a — 1))°.
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Notice Theorem 1.3 shows the bound in Theorem 1.4 is tight when a = 1 and G is strongly chromatic-
choosable. However, it is not the case that f,(G) = (Pi(G, x¢(G) + a — 1))* for all graphs G and a € N since it
is easy to see that f1(Capni2) =1, yet Pp(Capyo,2) = 2. This observation leads to the following open question.

Question 1.1 ( [9]). For what graphs does fo(G) = (Pi(G, xe(G) +a — 1))® for each a € N?

In [9], some partial progress was made on Question 1.1, specifically in the case where our attention is
restricted to strongly chromatic-choosable graphs.

Theorem 1.5 ( [9]). If M is strongly chromatic-choosable and x(M) > a+ 1, then fo(M) = (Py(M, xe(M) +
a— 1))

It is unknown whether there are any strongly chromatic-choosable graphs M for which
fa(M) < (Po(M,x¢(M) + a — 1))*. Consequently, the following question, which was presented by the third
named author at the 2024 Sparse Graphs Coalition’s Workshop on algebraic, extremal, and structural methods
and problems in graph colouring [14], is open and served as the main motivation for this paper.

Question 1.2 ( [9,14]). Is it the case that fo(Ky) = (Po(Kp,n+a—1))% = (%}ﬁ)‘) for each n,a € N?

In what follows, we show that the answer to this question is yes. In Subsection 2.1 we present several
important lemmas and observations that are used in the proof of our main result. Importantly, the results
in Subsection 2.1 apply to all strongly chromatic-choosable graphs; so, they may be of independent interest
since they could be used to explore whether all strongly chromatic-choosable graphs satisfy the condition in
Question 1.1. After proving several technical inequalities, which include the use of the AM-GM inequality and
Karamata’s Inequality, in Subsection 2.2, we complete the proof of our main result in Subsection 2.3, which we
now state.

Theorem 1.6. For each n,a € N, x¢(K,0K,3) =n+a if and only if b > (n+a — 1)1*/(a — 1)!*. That is,
fa(Ky) = (%) for each n,a € N.

It is worth mentioning that when n = 1, Theorem 1.6 says x¢(Kop) = x¢(K10K, ) = 1 + a if and only if
b > a® which is a well-known list coloring result.

2. Proof of Theorem 1.6

We now introduce some notation and terminology that will be used for the remainder of this paper. Suppose
a,b, and k > 2 are positive integers and M is a strongly k-chromatic-choosable graph. Suppose H = MUK, ;,
V(M) = {v1,...,v,}, and the partite sets of the copy of K,; used to form H are X = {z1,...,2,} and
Y ={y1,...,yp}. Suppose L is an arbitrary (k + a — 1)-assignment for H.

Notice that for Theorem 1.6 we are specifically interested in the case in which M = K,, for some n > 2.
Note that K, is a strongly n-chromatic-choosable graph. If n > a+ 1, f,(K,) = (%) by Theorem 1.5.
Therefore, to prove Theorem 1.6, we may suppose from this point forward that n < a when M = K,,. Also,

notice that by Theorem 1.4, f,(K,) < ((?%I)l,)') . So, proving Theorem 1.6 amounts to showing that if

b< (%) , then H is (n + a — 1)-choosable.

2.1 Important Tools
We begin by pointing out certain conditions on L for which it is easy to construct a proper L-coloring of H.

Lemma 2.1 ( [9]). Suppose M is a strongly k-chromatic-choosable graph and H = MUK, ;. Suppose that L
is a (k+ a—1)-assignment for H such that there exist i, and j with i # j and L(v;,x;) N L(v;, ;) # 0. Then,
there is a proper L-coloring of H.

From Lemma 2.1 we immediately get the following observation.

Observation 2.1. Suppose M is a strongly k-chromatic-choosable graph and H = MUK, . Suppose that L is
a (k+ a— 1)-assignment for H such that the lists L(v;, x1),...,L(v;, x,) are pairwise disjoint for each i € [n].
If H is L-colorable for any such L, then H is (k + a — 1)-choosable.

a
So, Theorem 1.6 reduces to proving that there is a proper L-coloring of H when M = K,,, b < (%) ,
and the lists L(v;,21),. .., L(v;, x,) are pairwise disjoint for all i € [n]. From now on, we will assume that the

lists L(v;, ®1), ..., L(v;, x,) are pairwise disjoint for all i € [n].
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Recall that for any uw € V(M) (resp. u € X UY'), we let V,, be the subset of V(H) consisting of the vertices
with first (resp. second) coordinate u. We also let H, = H[V,]. Similarly, if S C V(M)U (X UY), we let
Vs = Useg Vsy Hs = H[Vs], and Lg be the list assignment for Hg obtained by restricting the domain of L to
Vs.

Let f be a proper Lx-coloring of Hx. We say f is a bad coloring for H,, if there is no proper L’-coloring for
H,, where L’ is the list assignment for H,, given by L' (vj,y;) = Ly, (vj,y;) —{f(v;, 1) : | € [a]} for each j € [n].
Additionally, we say that f is an (n — 1)-to-1 coloring if for each color ¢ in the range of f, |f_1(q)’ <n-1.

Our next lemma relates the notion of bad coloring to the existence of a proper L-coloring of H.

Lemma 2.2 ( [9]). Suppose H = MUK, with a,b € N and L is a list assignment for H. Suppose Cx is the
set of all proper Lx-colorings of Hx. For each f € Cx there exists an | € [b] such that f is a bad coloring for
H,, if and only if there is no proper L-coloring of H.

Let H ={Hy,,...,H,,}. Suppose Cx is the set of all proper L x-colorings of Hx. The above lemma implies
that when H has no proper L-coloring, we can define a function §: Cx — # such that §(c) = H,,, where H,,
is the element of H with lowest index [ € [b] such that ¢ is a bad coloring for H,,. Note that if we can show
|3’1(Hyl)’ < g foreachl e [b], |Cx|/q <b.

Lemma 2.3 ( [9]). Suppose M is strongly k-chromatic-choosable and H = MOK, 1. Let L be a (k+a—1)-
assignment for H such that the lists L(v;,x1), ..., L(v;,xq) are pairwise disjoint for each i € [n]. Let B be the
set of proper Lx-colorings of Hx that are bad for Hy,. Then, |B| < k=1,

Assuming the same setup as Lemma 2.3, we now prove that if there is an (n — 1)-to-1 proper L x-coloring
of Hx that is bad for H,,, then it is in fact the only bad coloring for H,,.

Yi»

Lemma 2.4. Suppose M is strongly k-chromatic-choosable, and H = MOK, 1. Let L be a (k+a—1)-assignment
for H such that the lists L(v;,x1),. .., L(v;,x,) are pairwise disjoint for each i € [n]. Let B be the set of proper
Lx-colorings of Hx that are bad for Hy, , and let Br consist of all the elements of B that are (n — 1)-to-1. If
By is non-empty, then |Br| =1 and B = By.

Proof. Suppose for the sake of contradiction that there exist two different colorings ¢, ¢’ € B such that ¢ € By.
Since M is strongly k-chromatic-choosable and both ¢ and ¢ are bad for H,,, there exist two sets of colors
K, K', both of size k — 1, such that for all ¢ € [n],

L(vi,y1) — {c(vi, z1), ..., c(vi,2q)} = K, (1)

and
L(Umm) - {C/(Uivxl)v cee 7cl(vi>$a)} =K'

Note that K, K’ C L(v;,y1) for each i € [n]. We will obtain a contradiction when K = K’ by showing that
¢ = . We will obtain a contradiction when K # K’ by showing that ¢ & Bj.
If K = K’, then for all i € [n],

{c(vi, 1), ... c(vi,xa)} = {c (viy 1), ..., (vi, Ta) }-

Fix an arbitrary j € [a] and s € [n]. Since the lists L(vs, 1), ..., L(vs, z,) are pairwise disjoint, for any I € [a]
such that [ # j, we have c(vs, z;) # ¢/ (vs, ;). Therefore c(vs,z;) = ¢/ (vs, ;). As j and s were arbitrary, we
conclude that ¢ = ¢'.

Now assume K # K'. Since |K| = |K’|, there exists a color ¢ € K'— K. Note that for all i € [n], ¢ € L(v;,y1)
since K’ C L(v;,y1). Then, for all i € [n], ¢ € {c(vi,x1),...,c(vi,xq)} by (1) since ¢ € K. This means for each
i € [n], there exists a j € [a] that satisfies c(v;, z;) = ¢. Therefore, |c1(g)| > n contradicting ¢ € By.

Thus, it is impossible to have two different colorings in 5 when one of them is in Bj. O

Now suppose H = MOK,;, and L is a (k4 a — 1)-assignment for H that satisfies the conditions we have
established. In the next lemma, we give a sufficient condition in terms of a bound on b for there to be a proper
L-coloring of H. The bound on b is in terms of the number of proper Lx-colorings of Hx and the number of
(n — 1)-to-1 proper L x-colorings of Hx.

Lemma 2.5. Suppose M is strongly k-chromatic-choosable, and H = MUK, ;. Let L be a (k+a—1)-assignment
for H such that the lists L(vi,z1),...,L(v;, xq) are pairwise disjoint for each i € [n]. Let Cx be the set of all
proper Lx -colorings of Hx, and let Tx C Cx be the set of (n — 1)-to-1 colorings in Cx. If

ICx| — | Zx]|

b<|Ix|+ oh 1

then H has a proper L-coloring.
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Proof. We prove the contrapositive. Let H = {Hy,,...,H,}. Let §: Cx — # be the function given by
§(c) = Hy, where H,, is the element of H with lowest index [ € [b] such that ¢ is a bad coloring for Hy,. Such
a y; always exists due to Lemma 2.2. We also let Zy = Cx — Zx.

By Lemma 2.4, when the domain of § is restricted to Zx, the resulting function is injective. Thus, |§(Zx)| =
|Zx|. On the other hand, Lemma 2.3 implies that for each element in F(Zx), there are at most 2*~! distinct
elements from Zx that are mapped to it. Hence 2F~! |§(E)| > |E| implying |{§(§)| > |E| /2F=1. By
Lemma 2.4, the images §(Zx) and §(Zx) are disjoint. Therefore, |F(Cx)| = |F(Zx)| + ’S(§)| which implies

Ix Cx| — 2]
IF(Cx)| > |Zx]| + |2k_1| = |Ix|+ v
On the other hand, since F(Cx) C H, |F(Cx)| < |H| = b; hence, the result follows. O

We can now describe our strategy for proving Theorem 1.6. We suppose M = K,,, n < a, and H = MUK, ,
where b = Py(M,n+a—1)*—1. Then, we suppose that there is an (n+a—1)-assignment L for H for which there is
no proper L-coloring of H. Observation 2.1 allows us to assume that the lists L(v;, z1), ..., L(vi, z,) are pairwise
disjoint for each i € [n]. We show that under these conditions Py(M,n +a —1)* < |Ix|+ (|ICx| — |Zx])/2"~ .
Then, Lemma 2.5 implies f,(M) > P;(M,n + a — 1)*. This along with Theorem 1.4 implies Theorem 1.6.

2.2 Technical Lemmas

For the remainder of the paper, assume M = K,, and 2 < n < a. Note that M is strongly n-chromatic-choosable.
Also, assume H = MOK, ;, where b = Py(K,,n+a—1)*—1= (Hz;_ol(n +a—1-—14))*—1. Assume L is an
(n + a — 1)-assignment for H such that the lists L(v;,1),..., L(v;, z,) are pairwise disjoint for each i € [n].
Finally, assume Cy is the set of all proper L x-colorings of Hx, and assume Zx is the set of (n—1)-to-1 colorings
in CX .

Lemma 2.6. Suppose ¢ € Cx and s is any color in the range of c. If there are distinct vertices (v, x;), (vir, xj/) €
c 1(s), then i #1i' and j # j'. Consequently, c‘l(s)‘ <n.

Proof. Suppose there are distinct vertices (v;, ), (vi,z;7) € ¢~ '(s). Note that if j = j/, then i # i’ and
c(vi,x;) = c(vy,x;). This contradicts the fact that ¢ is proper. Thus, j # j’. Finally, if ¢ = ¢/, then
s € L(v;, ;) N L(v;, x;) which contradicts the fact that L(v;,x;) and L(v;,x;) are disjoint. O

We now establish some notation. For each ¢ € U;.l:l L(vy, ), we let

{1, if there exists ¢ € Cx such that |c_1(q)| =n;
Sq =

0, otherwise.
Additionally, for each q = (¢1,...,q4) € H?zl L(vy,z;), we let s(q) = Z?zl 54,- We also define Cx q as the set
of all proper colorings ¢ of Hx such that for all j € [a], c(v1,2;) = ¢;, and Tx q as the set of (n —1)-to-1 proper
colorings ¢ of Hx such that for all j € [a], ¢(v1, x;) = g;.
We can readily observe that

> 1Zx.ql = [Zx|  and > Cx.q

a€llf_, L(vi.z;) €Tl L(vi.z;)

=|Cx|.

We will use these identities to bound |Cx| and |Zx|. First, we need a technical lemma.

Lemma 2.7. Let q = (q1,.--,9a) be a fived element of [[j_, L(vi,x;). If sq, = 1 for some t € [a], then
qi ¢ L(v;, zy) for each i € {2,...,n}.

Proof. For the sake of contradiction, suppose that ¢, € L(v,,z;) for some r € {2,...,n}. Since s, = 1,
there exists a coloring ¢ € Cx such that |¢™'(¢)| = n and c(vi,2;) = ¢;. Lemma 2.6 implies {i € [n] :
there is a j € [a] such that c(v;, ;) = ¢:} = [n]. So, there exists a t' € [a] such that ¢(v,,zy) = ¢, and the
properness of ¢ implies that t # t/. Therefore, L(v,, xy) N L(vy, x¢) # 0, a contradiction. O

Lemma 2.8. Let q = (q1,-..,94) be a fized element of H?Zl L(vi,z;), and let s = s(q). Then
n—1

ICx.q| > a**(n+a—1)° H(n +a—1)"

=2
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Proof. We establish the desired bound by giving a lower bound on the number of ways to greedily complete a
proper Lx-coloring of Hx, ¢, where for each j € [a], c(v1,x;) = ¢; (i.e., the vertices (vi,x1),..., (v1,x,) are
precolored according to q).

Suppose j € [a]. Now, consider the number of ways we can greedily construct a proper L ;-coloring of H,,
that colors (vi,z;) with g;. If s,; = 1, then ¢; ¢ L(v;, ;) for each i € {2,...,n} by Lemma 2.7. Consequently,
there are at least H?:z (n +a—1i+ 1) ways to greedily complete a proper L, -coloring of H,,. On the other
hand, if s,;, = 0, we can only guarantee that there are at least [Ty (n + a — i) ways to greedily complete a
proper L, -coloring of H, . It follows that

ICx,ql > <H(n+a—z’+ 1)> <H(n+a—i)> =a"(n+a—1)° ﬁ(n+a—i)“.

i=2 i=2

Next, we define an auxiliary graph that we will use in the next two lemmas to get to a lower bound on
|IX,q‘-

Definition 2.1. For each q = (¢1,.-.,Ga) in H?zl L(vy,z;), we define a graph My. Let V(Mg) = Vx. The
edge set of Mg is such that the following conditions hold. For each j € [a], if sq; = 0, the set {(vi,x;): i € [n]}
is a clique in Mg. Otherwise, (vi,x;) is adjacent to each vertex in the set {(ve,xj): j' € [a],j # j}, and
{(vi,z5): 2 <1i<n} is a cliqgue in Myg.

Lemma 2.9. Suppose q = (q1,...,¢q) € H?:l L(vy, ;). Let Cq be the set of proper Lx-colorings c of Mq such
that for all j € la], c(v1,x;) = q;. Then Cy C Ix q-

Proof. Suppose f is an arbitrary element of C;;. We claim that f is an (n — 1)-to-1 proper Lx-coloring of Hx.

We begin by showing that f is a proper Lx-coloring of Hx. Suppose i,i’ € [n] with i < ¢ and j € [a]. If
54, = 0, we immediately have that f(v;,z;) # f(vir, x;) since (v;, x;)(vir, x5) € E(Mg). So, we may suppose that
sq; = 1. If i > 2, we once again have f (v, x;) # f(vi,x;) since (vi, 2;j)(vir, ;) € E(Mg). So, suppose that i = 1.
Lemma 2.7 tells us that g; is not in any of the lists: L(ve, x;), ..., L(v,,x;) which implies f(vi,x;) # f(vir, ;).
Thus, f is a proper Lx-coloring of Hy.

Finally, we must show that f uses no color more than (n — 1) times. For the sake of contradiction, suppose
there is a v such that |f~!(y)| = n. By Lemma 2.6, {i € [n] : there is a j € [a] such that f(v;,z;) = v} = [n].

Without loss of generality, suppose f(v1,21) = . This means that ¢ = ~. Since f is a proper L x-coloring
of Hx, we know s, = 1. We also know there is an w € [a] such that f(ve,x,) = 7. By the manner in which
the edges of My are defined, it must be that w = 1. However, Lemma 2.7 tells us v ¢ L(ve,21) which is a
contradiction. O

Lemma 2.10. Let q = (q1,-.-,q4) be a fized element of H;Zl L(vi,x;), and let s = s(q). Let C; be the set of
proper Lx -colorings ¢ of Mq such that for all j € [a], c(v1, ;) = gj. For each j € [a] let dj = |L(va, ;) N ({g: :
sq;, =1} U{q;})|. The following statements hold.

i) We have d; < s+ 1 for each j € [a] and 3°7_, d;j < a.

i1) It is the case that

|C(’1|ZH(n+a—1—dj)<H(n+a—i+1)> (H(n—l—a—i)) :

=3 =3

Proof. The first inequality of Statement (i) follows from the definition of d;. The second inequality follows from
the fact that L(va,x1),..., L(ve, z,) are pairwise disjoint and [{q1,...,q.}| = a.

Now, we turn our attention to Statement (ii). We prove our desired bound by describing a procedure
for greedily constructing a proper L x-coloring, ¢, of Mg and bounding the number of ways each step can be
completed.

First, for each j € [a], let ¢(vi,2;) = ¢; (i.e., the vertices (vi,z1),..., (v1,x,) are colored according to q).
This can be done in one way. Then, for each j € [a] color (ve, z;) with some a; € L(ve, z;)—({q : s¢; = 1}U{¢;}).
This can be done in at least [[_,(n +a — 1 — d;) ways. Notice our coloring is now complete if n = 2, and the
desired bound holds when n = 2. So, we may assume n > 3.

Suppose j € [a]. Now, consider the number of ways we can greedily construct a proper L, -coloring of H,,
that colors (vi,z;) with ¢; and (ve,z;) with a;. If s,, = 1, then ¢; ¢ L(v;,x;) for each i € {3,...,n} by
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Lemma 2.7. Consequently, there are at least [} ;(n+a—1— (i —2)) ways to greedily complete a proper Ly, -
coloring of H,,. On the other hand, if s,, = 0, we can only guarantee that there are at least [[;_,(n+a—1—(i—1))
ways to greedily complete a proper L, -coloring of H,,. It follows that

|C£1|>H(n+a—1—dj)<H(n+a—i+1)> (H(n+a—i)> :

j=1 i=3 =3

2.2.1 Applying Karamata’s Inequality

Lemmas 2.9 and 2.10 yield a lower bound for |Zx 4| that depends on dy, ..., d,. We will now use the celebrated
Karamata’s Inequality [7] to obtain a lower bound that depends only on n,a, and s. The statement of this
inequality first requires a definition. Let a = (a;)7; and b = (b;)7_; be two finite sequences of real numbers
with n > 2. We say that a majorizes b, written a > b, if the following three conditions hold:

i) a1 > >apand by > -+ > by;
i) g +---4ak > b1+ + by for each k € [n—1];
iii) ay+ -4+ ap=0b1+ -+ by.

Lemma 2.11 ( [7]). Suppose n > 2. Let a = (a;)?_1 and b = (b;)7_, be finite sequences of real numbers from
an interval (o, B) CR. Ifa>b and f: (o, 8) — R is a concave function, then

n

> fla) <3 Fb).

i=1
Lemma 2.12. Let n,m, k,C be positive integers such that n > 2, m > k and C > k. Let X be the set of
n-tuples (x1,...,o,) € Z™ such that 0 < z; < k for all i € [n] and 1 + -+ + 2, < m. Suppose m = kq+r
where q and r are nonnegative integers such that 0 < r < k. Then the following statements hold.

i) If n < gq, then

n

min (€ - ;) = (C - k)"

(T1ye.xn)EX il

i) If n > q+1, then

n

min _[[(C - 2:) = (C = k)4(C —r)C" T,

(1,00, Tn ) EX it

Proof. For all (z1,...,x,) € X, let

n

P(z1,... ) = [J(C = z:).

i=1

First, suppose n < ¢q. Let y = (y1, ..., yn) be the n-tuple given by y; = k for each ¢ € [n]. Since kn < kq < m,
y € X. For any (21,...,2,) € X, C —x; > C — k for each i € [n]. So,

which completes the proof of Statement (i).

From now on, suppose n > g + 1. We claim that the minimum value of P(z1,...,z,) over X is attained at
a point (z1,...,2,) in which z; + --- + 2, = m. Note that if z; + --- 4+ 2z, < m, there is a ¢t € [n] such that
z¢ < k; otherwise,

m>z+-+z,=kn>kqtk>kqtr=m

which is a contradiction. Let (w1, ...,w,) be the n-tuple given by w; = z; when i # t and wy = z; + 1. Then
(wy,...,wy) € X, since wy =z + 1 < k and wy + - -+ + w, < m. Furthermore,

P(wy,...,wy) < P(z1,...,2n).

Therefore, if 21 + - - - + 2, < m, the minimum value of P is not attained at (z1, ..., z,). Hence, the minimum
occurs at an element in the set X/, where X’ is the set of all elements of X whose coordinates sum to m.
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Let f(z) =log(C — z) for all x € (—1,C). Suppose (x1,...,2z,) € X. Since z; < k < C for all ¢ € [n], f(x;)
is real for each i € [n]. Also, for each (z1,...,2,) € X, log P(21,...,2n) = Y1y f(@i).

*

Consider the n-tuple (21, ..., ;) where xj = k for each i € [¢], x; ,; = r, and 2] = 0 otherwise. Additionally,

rn
for a given (z1,...,2,) € X', let f,..., 2z, be an ordering of the numbers x1,...,z, such that 2} > --- > 2.
We claim (z3,...,25) = (z1,...,2},). To see why, note: for all [ € [q¢], Zizl xf =kl > Zf.:l x}, for all

U ! *
lef{g+1,....n—=1} Y. _jaf=m>>,_ xj,and > jaf=m=> 1 al.
Since f(z) is concave on (—1,C), Karamata’s inequality yields

DSl =Y flai) = Y f(@]) = qlog(C = k) +1og(C —7) + (n — g = ) log C

which implies
P(x1,...,1,) > P(x},...,2}) = (C — k)4(C —r)C" 97!

as desired. O

Lemma 2.13. Let q = (q1,...,q4) be a fized element of H?Zl L(v1,xj), and let s = s(q). Then

Txql > (n4+a—s—2)7 1 (n+a—1)s1 (H(n+a—i—|—l)> (H(n+a—i)> .

i=3 i=3
Proof. Using the notation of Lemma 2.10, by Statement (ii) of Lemma 2.10 it suffices to show that

H(n—i—a—l—dj)2(n+a—s—2)sil(n+a—l)ﬁ1.
j=1

Suppose a = (s + 1)q + r, where g and r are nonnegative integers such that 0 < r < s + 1. Suppose s = 0.
Then, Statement (i) of Lemma 2.10 and Lemma 2.12 imply

ﬁ(n+a—1—dj)2(n+a—2)“

j=1
as desired. Now suppose 0 < s < a. Statement (i) of Lemma 2.10 and Lemma 2.12 imply

H(n+a—1—dj)2(n+a—2—s)q(n+a—l—r)(n—i—a—l)“—(q-irl).
j=1

By the AM-GM inequality,

_9_ 1— -1 , st1-r
n+a—1—r:7n(n+a s)+ (s + r)(n+a )Z(n+a72—s)5+1(n+a*1)tlT-
s+1
Therefore,
H(n—i—a—l—dj)2(n+a—2—s)q+ﬁ(n+a—1)“f‘17$
j=1
=(n+a—s—2)F(n+a—1)51
as desired. 0

2.3 Completing the proof of Theorem 1.6

In this section we will prove that Py(M,n +a — 1)¢ < |Zx| + (|ICx| — |Zx])/2"~! which by Lemma 2.5 will

complete our proof of Theorem 1.6. Note that Py(M,n+a —1)* =[], (n+a—1%)%, and

Cx|+ @' -DTx| _ 1 3

277.71 2n71
a€llj—; L(vi,z))

(|CX,q| + (2n_1 - 1) |IX’q

).
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Since the sum on the right has (n+a—1)® terms, showing that [Cx q|+(2" "1 —1) |Zx o] > 2" [[}y(n+a—i)* for
each q € H;:l L(vy, ;) will imply the desired inequality. If s = s(q) for some q € H?Zl L(vi,z;), Lemmas 2.8
and 2.13 along with some simplification tell us that proving

a

(B (O b | S

> 2n71

will imply [Cxq| + (277! = 1) [Zx,q| > 2" ' [[/_y(n 4+ a —i)®. So, our goal is to prove (2) whenever 2 <n <a
and 0 < s < a.

We will first prove (2) when n > 3. Our first lemma shows that when s is large, the first term on the left
side (2) is large enough to justify (2).

Lemma 2.14. Suppose a > n > 3 and s > 0.73(n + a — 2). Then,

—1\°*
<1+n ) > on— 1,
a

Proof. We will use the following well-known inequality ( [13], page 267): for any real numbers z,n > 0 it is the

case that e
N
(1 + f) ’ > e”.
n

Since n +a —2 > a + (n — 1)/2, the above inequality implies

. n+a—2 _ a+(n—1)/2
(1+" 1) 2(1+" 1) > el

a a

Therefore,

a a -

. s . 0.73(n+a—2)
<1 + 2 1> > (1 + 2 1) > 0-73(n=1) 5 gn—1.

O

Suppose = € R. One can easily show with basic calculus-based arguments that In(1+x) > z —2?/2 whenever
x>0 and In(1 + ) > 2 — 1.12% whenever x > —0.73. Also, by the AM-GM Inequality,

22 o0 i) o) (22

> on—1

1
s(s+1) (2"t —1)s(s+1) s7 (2" 1 —1)a] Gs+1)2n— 1T
-1 -2 1
142 1+2== R 1+ .
a a n+a—2 n+a—2

We will need these facts to handle small values of s when n > 3.

Lemma 2.15. Supposen >3 and 0 < s <0.73(n+a —2). Then

s(s+1) (2" 1—1)s(s+1) s1 (2" 1 —1)a
-1 -2 1
1+ n 1+ n—= 1-— 5 14+ — > 1.
a a n+a—2 n+a—2

Notice that Lemma 2.14, along with our application of the AM-GM inequality and Lemma 2.15 will imply
(2) when n > 3.

Proof. Clearly, the desired inequality is equivalent to

a

sle+1)in <1+ nal> +(2" = Ds(s +1)In (1+ ”2>

S 1
1 _1gln(1- ——— 2"l _ asln[1+ ——— | >0.
+( )an( n+a—2>+( )asn( +n—|—a—2>_0
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We will now prove this inequality for n > 4, and then we will handle n = 3 separately. Let M = 2"~ — 1 and
b=s(s+1). For n >4, we see

s(s+1)In (1 + n;1> +(2" " = D)s(s +1)In <1 + ”;2)

S

1
2"l _Daln(1- ——— 2" ! _Dasln (1 4+ ———
+ ( )an< n+a—2)+( )a3n< +n+a—2>

> Mbln <1+n_2> + Ma (ln(l—s) +sln(1+1>)
a n+a—2 n+a—2
n—2 (n—-2)32 —s 1.1s? s s
> M — M — —
- b( a 2a? >+ a((n—f—a—Z (n+a—2)2 + n+a—2 2(n+a—2)>2

2M6<n2_ (n2)2)+Ma<( ~1.1b >

a 2a? n+a—2)>2

B (10n — 31)a® + 5(n — 2)2(3a® — (n — 2)?)
_Mb< 10a2%(a +n — 2)? > 20

as desired. Now, suppose that n = 3 and b = s(s + 1). Then,

2 1 S 1
s(s+1)In(l14+=)+3s(s+1)In{1+—-)+3aln(l—-——]+3asln{1+—

a a a+1 a+1
))

1b
1
as desired. O

v
]

J(2_2 8 8N\, . 11
a a® a 2a? (a +
2 _ 2 _

b a(17a® — 20) + 5(13a* — 7) >0
10a%(a + 1)?

Finally, to complete our proof of Theorem 1.6, we must prove (2) when n = 2. In particular, we must prove
the following inequality.

Lemma 2.16. Fora>2 and 0 < s <a,

(o2 oo ooy

Proof. Throughout the proof, let r = s/a, and note that 0 < r < 1. Using In(1+ ) > x — 22 /2 for positive real
values of x, we obtain

1 S
(1 + > Z eT*ﬁ 2 60.757“.
a

2

Now, for some real 7 € (0.5, 00) notice that if r is such that In(1 —r) > —r — 772, we have

o155
{(1 - f) <1 n 1) } T ) st (- g) _ b (orrae3) L F (b #) 5 g rat) _ gorr,
a a

So, whenever r is such that In(1 —r) > —r — 712,

1\° 1\ %]+ . .
<1+> +{(1—s) <1+>} > 0T e
a a a

Finally, one can use basic ideas from calculus to verify the following facts. When r > 0.93, €%™" > 2. When
0.78 <7 <0.93, In(1 —7) > —r — 272 and €%7" 4+ 72" > 2. When 0.53 < r < 0.78, In(1 — r) > —r — 1.25¢2
and €*7" 4 71257 > 2. When 0.34 < 7 < 0.53, In(1 —r) > —r — 72 and %" + e~ > 2. Finally, when
0<7r<0.34,In(1 —7r) > —r —0.75r2 and €*7" + ¢=9%75" > 2. This completes the proof. O

Having proven (2), we are ready to bring all the ingredients together and give a short proof of Theorem 1.6,
which we restate.
Theorem 1.6. For each n,a € N, x¢(K,0K,3) =n+a if and only if b > (n+a — 1)1*/(a — 1)1*. That is,

a
fa(Kn) = ((n(:fz)ll)v for each n,a € N.
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Proof. By Theorem 1.4, f,(K,) < Py(M,n+a—1)* Thus, it suffices to show that f,(K,) > P/(M,n+a—1)%
that is, we want to show that if M = K, and H = MOK, ;, where b = P;(M,n+a—1)*—1, then xo(MOK, ;) <
n+a—1.

Suppose for the sake of contradiction that there exists an (n + a — 1)-assignment L for H for which there
is no proper L-coloring of H. By Observation 2.1, we may assume that the lists L(v;,21),..., L(v;,x,) are
pairwise disjoint, for all i € [n]. By (2),

Cx|—|T
Zx| + % > Py(M,n+a—1)">b.
By Lemma 2.5, there is a proper L-coloring of H which is a contradiction. O
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