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ABSTRACT: Recently, there has been a lot of work on combinatorial inequalities related to hook-lengths in
t-regular partitions. In this short note, we give a proof using generating functions for a result proved by Singh
and Barman (2026) using combinatorial methods. In addition, we give an alternate proof of another result of
Singh and Barman (2024), which yields, as a corollary, a previously unobserved connection of hook-lengths in
t-regular partitions with certain distinct parts partitions.

Keywords: Combinatorial inequalities; Integer partitions; Hook-lengths
2020 Mathematics Subject Classification: 11P82; 05A15; 05A17; 05A19

1. Introduction and Statement of Results

A partition of a positive integer n is a finite sequence of non-increasing positive integers A = (A1, Ag, ..., Ag)
k

such that > A; = n. The integers \;’s are called parts of the partition A. There are several ways of pictorially

=1

representing partitions, one of which is via means of a Young diagram. Such a diagram for the partition \ is a

left-justified array of boxes with the i-th row from the top having \; boxes. For instance, the Young diagram

of the partition (4, 3,1,1) is shown below (we ignore the numbers listed at the moment).
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The hook length of a box in such a Young diagram is the sum of the number of boxes directly to the right of
the box, the number of boxes directly below and 1 for the box itself. For instance, the hook lengths of the boxes
in the above Young diagram are written inside the respective boxes. In this paper, we focus on hook lengths
of t-regular partitions. By a t-regular partition, we mean a partition with no part divisible by ¢. For instance,
(4,3,1,1) is a 5-regular partition, while (10,7, 3, 1) is not.

Let ¢t > 2 be a fixed positive integer, and let b, ;. (n) denote the number of hooks of length & in all the ¢-regular
partitions of n. Recently, there has been a lot of work related to this statistic. For instance, Ballantine et al. [2]
studied hook lengths in 2-regular partitions, among other things, Singh and Barman [5] studied hook length
biases for 2- and 3-regular partitions for different hook lengths. They established combinatorial inequalities
such as by a(n) > by1(n) for all n > 4, etc. Very recently, Singh and Barman [6] continued their studies and
proved the following results.

Theorem 1.1. [6, Theorem 1.2] For all n > 3, we have

bg’g(n) 2 bg’g(n).
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Theorem 1.2. [6, Theorem 1.3] For alln >0, we have

bz 3(n) > ba3(n).

Theorems 1.1 and 1.2 were proved combinatorially by Singh and Barman [6]. At the end of their paper, they
remarked that it would be interesting to find proofs of their results using g-series techniques based on generating
functions. We do this here, for Theorem 1.1 in Section 3.

In addition to Theorem 1.2 above, the following results are also in need of elementary g-series proofs using
generating functions, as their original proofs are combinatorial.

Theorem 1.3. [5, Theorem 1.4] For all n > 4, we have
baa(n) > bai(n).

Theorem 1.4. [3, Theorem 1.2] For all n > 0, we have
baa(n) > bsa(n).

We give an alternate proof of Theorem 1.3 in Section 4, where we use combinatorial reasoning only in one
step of the proof. Even though we were unable to give a purely analytic proof for Theorem 1.3, our proof yields
the following previously unobserved connection with distinct parts partitions.

Corollary 1.1. Let ds(n) denote the number of distinct parts partitions of n, where the parts are all of size
greater than 2. Then, we have for all n > 4

b2,2( 7b21 ng d3 ’/l* 1)

where we assume dg(0) = 1.

Corollary 1.1 is proved in Section 4. It would be interesting to obtain a purely combinatorial proof of Corollary
1.1.

2. Preliminaries

Throughout, we assume |g| < 1. The g-Pochhammer symbol is defined as

n—1
(a;q)n = H(l — aqi) and  (a;Q)oo := H (1—aq™).
i=0 m>0

For integers t > 2 and k > 1, recall that b, ;(n) denotes the number of hooks of length k among all ¢-regular
partitions of n. Set
By k( Z bt k(1

n>0
We have the following generating functions

2

Boa(@) = (1~ 155, (1)

(:¢*)s \1—q 1—¢q
1 s q°
Ba(q =7(q2+ + ) 2
22(2) (4:0%) 1—-¢2 1-¢* @)
and ( ) ) ) 5
q°;q q q 2q
B ( - )
32(0) = (439 1—q+1—q2 1-g 3

Kim [4, Thm. 3.1] has given a unified proof for all of these identities; (2) was also proved by Ballantine et
al. [2, Proposition 3.1], while (3) was also proved by Singh and Barman [5, Equation 1.7].
We use the specializations

(—¢ @)oo := };[1(1 +q") = (%222:0 =141+ ¢) (-’ 0)
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and
(=% @)oo == [J (1 +a™

m>3

throughout the paper without commentary. We write A(q) *=coet B(q) to mean [¢"] A(q) > [¢"] B(q) for every
n (coefficient-wise order), where [¢"]N(q) is the coefficient of ¢" in the formal power series N(g). Sometimes
we say the coefficients of N(g) are nonnegative for all n > k, when we mean that the coefficients of ¢” in the
power series N(g) are nonnegative when n > k.

We need two classical identities, the first due to Euler [1, p. 5]:

1
(~G 20 = m7 (4)
and the second due to Sylvester [7, p. 281]:
—Xq;4)n n n _n(3n
(—2¢; @)oo = ((_))(1 + ag? a2, (5)
= (@

Both of these identities have classical proofs using ¢-series. Finally, we need the two lemmas below.

Lemma 2.1. Let

H(q) = Z hnq",

n>0

where (hy)n>o is eventually nondecreasing; that is, there exists Ny such that hpi1 > hy, for all m > No. Let
reNand J C {0} UN be a set with r ¢ J. Also, let

E(q) = (Zajqj) —cq", witha; >0 for j€J andc>0.
jeJ
If there exists s € J with s < r with ag > ¢, then for alln > Ny +r,
["](E(q)H (q)) > 0.

Proof. For n > Ny + r we have
[qn] (E(q)H(q>) = Zaj hnfj - Chnfr Z ashnfs - Chnfr Z Chnfs - Chnfr = C(hnfs - hnf'r)~
jeJ
Since s < r, we have n — s > n —r. For n > Ny + 7 both n — s and n — r are at least Ny, and because (h;,) is

eventually nondecreasing, h,,_s > h,_,. Hence c(hn,S — hn,r) > 0, proving the claim. O

Lemma 2.2. Let us write

(% @)oo = JJ 0 +¢™) = D ds(n)q",

m>3 n>0

where clearly ds(n) > 0 for all n. Combinatorially, ds(n) is the number of partitions of n into distinct parts,
all of whose sizes are at least 3. Then, for alln > 2,

dg(n) > dg(n— ].)
Here we assume d3(0) = 1.

We can prove Lemma 2.2 quite easily using combinatorial reasoning, but we give an analytic proof below because
we wish to give a completely analytic proof of Theorem 1.1, and Lemma 2.2 is used in the proof.

Proof of Lemma 2.2. Notice that

(1= @) (=4 @)oo = Y _(ds(n) — dz(n — 1))q" + d5(0). (6)

n>1

To prove the lemma, it is enough to prove that the left-hand side of equation (6) has nonnegative coefficients
for all n > 2. Let us rewrite the left-hand side as follows (where we use (4) in the first step)

(1= @) (=% q)oe =
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1—g¢q 1
1—q* (4% ¢*)

:< 1 qz(l—q)> (1-¢%
(4% 1=6¢%)?%) *(1+¢%)

We put = 1 in equation (5) to obtain the following

¢ +d+ & ;2)00 Cg(i ;2;12) =*(1+¢*)+ q(gl(l__ng))j(—q; )0
=¢*(1+¢% a +q E go @ L4 g2t )5
_q3(1+q2”<1q+2q> <§—+q3>)
(iqug ) (1 +q )2 Z:Q aq q%ﬂ)q@’
which gives
(¢ 22)00 ((]i(i q2()]3 =—¢'~¢+ (iquq e ,;2 qq qqnn 11 -2
Using (8) in (7), we obtain after some simplification
1-a)(-a% e =1-a+d"+ ) (?)(1 2B,
n>2

Notice that all the coefficients of ¢" in the sum on the right-hand side of (9) are positive, so combining (7) —
we have proved the result for all n > 3. The result clearly holds for n = 2, as we know that ds(2) = 0 = ds(1).

3. Proof of Theorem 1.1

Let

G(q) := Bs2(q) — B2,2(q) = Z (b3,2(12) = b2,a( Z Gnq".

n>0 n>0

Thus, to prove Theorem 1.1 it suffices to show that G,, > 0 for all n > 4.
Simplifying (2), we get

3 6

B = b = (— 3. o) 1 1 2 ( 2 q 7q )
2,2(q) gz,z(n)q (=’ Q)1+ )1+ ¢%) (¢ AT
A short computation shows that
P23 +q* 5+ ¢
Baa(q) = (—¢°; @) :
—q

We denote

2 2 3 2 3 4 5 6

q q 2q ¢ +2¢°+q +¢+¢q
C(q) := R(q) == d
(g) e 1@ 1-¢ (q) T , an

Note that P(g) has nonnegative coefficients. We set

F(q) == (1-¢°) G(q).
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We will prove that F'(q) has nonnegative coefficients [¢"] for all n > 4, and connect the coefficients of F'(q) to
the coefficients of G(q).
For ease of notation, we rewrite F'(q) using (2) and (3) as follows
(@ d%)s (& ¢ 2¢° 1 2, 4 q
Flg)=(1—¢° [ (& + - )- (¢ + + )
=1 ) (G0 \1—q 1-¢> 1-¢/ (6:¢*) 1-¢?
= P(q) Po(q) — (—4% 0)s Pr(9),

where C(q), R(q) and P(q) are given by (10), and

Pe(q) == (1-¢%C(q),  Pr(q):=(1-¢°R(q).

Simplifying this further, we have
Pr(q) = ¢* +2¢* +2¢* + 3¢° +3¢° +3¢" + 2¢® + ¢° + ¢*.

Define the polynomial
M(q) == (1+q+¢)(1+¢"+q".

Lemma 3.1. Set
®(q) := M(q) Pc(q) — Prlq) — ¢°.
Then [qg™] ®(q) > 0 for alln > 4.

Proof. This is easily checked by expanding:

@(q):qQ_2q3+3q4+5q6+2q7+5q8+4q9+3q10+3q11+q12+q13

Lemma 3.2. We have,
P(q) Zeoot M(q)- [T (1 +4™) =M(0)- (4% @)oo

m>3

Proof. We split P(q) as

Pl@)=(1+q+@) 1+ +¢") [ +¢"+™) =M(g)- [0 +q" +¢™).
m2>3 m>3

Notice that the expansion of [],,~5(1 + ¢™ + ¢*™) will contain a copy of [],,~5(1 4+ ¢™), which gives us the
result. B - O

We now define
S(q) == P(q) = M(q)(—¢% @)oo-

Then, we have
[¢"]S(q) =0, forall 0<n<5,

since

S@=[0+¢"+) - (U+q+) 0+ +¢") [J 1 +4¢™),
m>1 m>3

and by a short computation, it is clear that [¢"]S(q) = 0 for 0 < n < 5. In addition,
[¢"]S(¢) >0, foralln >6,
which is just a restatement of Lemma 3.2. Also note
F(q) = P(9)Pc(q) = (=¢% ¢)c Pr(q)-

Lemma 3.3. We have,
[q"]F(¢) >0 for allm > 4.
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Proof. From the definition of F(gq), we have
F(q) = (M(0)(=¢* @) + S(0))Pc(q) = (—4°; ) Pr(q)
= (—4¢*; ) (M (q)Pc(q) — Pr(q)) + S(q)Pc(q).
We first claim that [¢"](—q?; ¢)s (M (q)Pc(q) — Pr(q)) > 0 for n > 4. Notice,

(—4% @)oo (M (q)Po(q) — Pa()) = ] (1 +¢™)(®(q) + ¢°)

m>3

=[] @+ a™)(¢* + ®24(q) — ¢°)

m>3
(where ®>4(q) is the polynomial with
all the degree > 4 terms of ®(q))

> [[(+a™)(¢* +3¢" +¢° —°).

So, to prove our claim, it suffices to show that [, <5(1 + ¢™)(¢* 4+ 3¢* + ¢° — ¢*) has nonnegative coefficients
from the degree 4 term onward. -
Let

H(g) = (0" q)o = [[(A+¢™) =D ds(n)q",  E(g) =q"+3¢" +¢° - ¢*

m>3 n>0

By Lemma 2.2 we know ds(n + 1) > ds(n) for all n > 1, so the coefficient sequence of H(q) is eventually
nondecreasing with Ng = 1. Applying Lemma 2.1 with r =3, s=2and c=1

[d"](E(¢)H(g)) > 0 for all n > No +r = 4.
So, we have proved our claim that
[4")(~*; ))oc (M (q) Pc(q) — Pr()) 2 0, n>4. (11)
All that remains to show now is that
[¢"]S(g)Pc(q) =0, n=0. (12)
It is easy to see computationally that this is true for 8 > n > 0. We claim that this holds for n > 9. We have,
S(@)Polq)=M(q) | [T +a¢™+¢*™) = [ +¢™) | Polg).
m>3 m>3
By a direct computation, we have
M(q)Pc(q) = (¢ + @ +a+2) (¢ +* +a)°,

which clearly has nonnegative coefficients. Additionally, the expansion of HmZS(l +¢™ + ¢*™) will contain a

copy of [],,>3(1 + ¢™) and hence the coefficients of [, ~5(1 + ¢™ + ¢*™) — [],,>3(1 + ¢™) are nonnegative.
Hence, we have - -
[¢"1S(a)Fclq) 20, n=>9.

Combining (11) and (12), we have the required result. O

We are now ready to complete the proof of Theorem 1.1. Recall that

G(q) = B32(q) — Ba2( Z Grq"”,

n>0
and
F(g)=(1-¢%)G(q) =Y Fuq™
n>0
We have

F(q) = (1-¢%)G(q) = G(q) — ¢°G(q).

ECA 6:1 (2026) Article #S2R8 6
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Now

Q)= Gug"" = Grmsq" = Gnoq",

n>0 m>6 n>0

where we interpret G,,_g = 0 for n < 6. Hence

F(Q) = Z (Gn - anﬁ)qn

n>0
Thus, for all integers n > 0,
Gp — Gn_g = F,. (13)
In Lemma 3.3 we proved
F,>0 (n>4). (14)
From (13) and (14) it follows immediately that
Gp>Gug (n>4). (15)

We compute G,, for n =4,5,6,7,8,9 directly from the definitions of Bz and By 3. This yields
(G45G57G67G77G8aG9> = (3a155,5711713) (16)

Hence, for each r € {4,5,6,7,8,9}, the sequence (G,16r)k>0 is nondecreasing by (15). Since (16) holds, it
follows that G,, > 0 for all n > 4. This completes the proof of Theorem 1.1.

4. Proofs of Theorem 1.3 and Corollary 1.1

Proof of Theorem 1.3. From (1) and (2), we have

2 3+q5 q )

1—¢* 1—¢2
(—a:9) € a4
b 1_q4
2 5
3 @+ —q
—(q,q)oo( 4 )
= ("D (D +D =g "
n>0 n>0 n>0
= (" | —¢+>_q" |- (17)
n>5
Recall
:Zd3(n)qnv
n>0

where clearly ds(n) > 0 for all n (see the statement of Lemma 2.2). We now rewrite (17) as follows

By 2(q) — Baa( (Z ds(n Z | - Z ds(n)g" !

n>0 n>5 n>0

= [ > ds(m) dodt | = | Dods(m)" | A +a+d*+¢* +aq)

n>0 n>0 n>0

_Zd n+1

n>0

=Y cn)g" =Y ds(n)g" —2> ds(n)g"t = ds(n)g"*?

n>0 n>0 n>0 n>0

=) " ds(n)g" = ds(n)g" T, (18)
n>0 n>0
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where

Simplifying (18), we obtain

Ba2(q) — Baa(q) = Y _(e(n) — ds(n))g" =23 ds(n—1)g" — Y ds(n — 2)g

n>0 n>1 n>2
- Z d3(n —3)q" — Z d3(n —4)q
n>3 n>4
—Z n) —2dz(n —1) —ds(n —2) —ds(n —3) —ds(n —4)) ¢"
n>4
+ Y (e(n) = ds(n))q" —2¢ — ¢* — ¢°, (19)
n=0

where we have used the fact that d3(0) = 1,d3(1) = d3(2) =
From (19), it is clear that to prove Theorem 1.3 we need to show the following

e(n) —ds(n) —2ds(n —1) —ds(n —2) —ds(n —3) —ds(n—4) >0 for all n > 4. (20)

Simplifying (20), using the value of ¢(n), this is equivalent to showing the following
ng —ds(n—1)>0 foralln> 4. (21)

We now prove (21) using a combinatorial argument. Let Ds3(n) denote the set of all partitions of n with
distinct parts greater than 2. Thus, |Ds(n)| = ds(n). We notice that among all partitions in Dz(n — 1),
there are no partitions with any part size equal to n — 2 or n — 3 due to the restriction on parts. We map
the unique partition (n — 1) € Ds(n — 1) to the unique partition in ¢ € D3(0). For every other partition
A= (A1, A2,..., ) € D3(n — 1), we just delete the largest part A; and map it to a partition in one of the

Ds(i)’s, where 3 <4 <n — 5. This gives us an injection, and we are done. O
Proof of Corollary 1.1. The result follows from equations (19), (20) and (21). O
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